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#### Abstract

The Asymmetrical Half Bridge (AHB) converter has been deeply analysed as second stage in acdc LED drivers. Galvanic isolation, high reliability and high efficiency are their main advantages while a limited duty cycle range (i.e., 0-0.5) and a poor dynamic behaviour are their main disadvantages. As second stage of an LED driver, the most demanding requirement for its control loop is cancelling the low-frequency ripple introduced by the first stage. According to its limited maximum attainable bandwidth, this is normally achieved by implementing a feedforward loop. Nonetheless, the static gain of the standard AHB converter presents a non-linear relation between the output voltage and the duty cycle. As a consequence, the effectiveness of this feedforward loop is limited. In this paper, the use of the Zeta Asymmetrical Half Bridge (ZAHB) converter as second stage of an LED driver is analysed and an optimized design is proposed. Regarding its advantages, it presents an extended duty cycle range (theoretically, 0-1.0). Besides, it presents a linear relation between the output voltage and the duty cycle. Therefore, although its dynamic behaviour is still limited, it can perfectly cancel the low-frequency ripple introduced by the first stage of the LED driver by means of a straightforward feedforward loop. The optimized design proposed in this paper is focused on minimizing the losses in the magnetic components (transformer and inductor) by wisely choosing the value of the two turns ratios of the transformer.
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## I. INTRODUCTION

Light Emitting Diodes (LED) are becoming a wellstablished technology in lighting applications due to their many advantages [1]. Their luminous efficacy, already in the market, is as high as $200 \mathrm{~lm} /$ watt. Their reliability is also very high, with lifespans of 50,000 hours or even higher [2]. Other important advantages are their wide colour variety [3], the easiness of performing light dimming [4], the low environmental impact, their possible use in Visible Light Communication (VLC) [5]-[7], etc.

Regarding LED drivers, two different approaches can be found in literature and industry. On one hand, one-stage topologies [8]-[15], whose reduced size and cost make them the preferred option for retrofit lamps and other low-cost applications. Their main disadvantage is a shorter lifespan, derived from the fact that their only option in order to reduce the low-frequency ripple in the output is using electrolytic capacitors (in the case of ac-dc drivers). Moreover, their efficiency is also lower in comparison to two- or three-stage
topologies because a single converter has to be designed for performing several tasks (output voltage regulation, power factor correction and, in some cases, providing galvanic isolation). On the other hand, two- and three-stage topologies [16]-[19] are the preferred option for high-quality applications, in which the cost is less important than other features like lifespan. In general, their efficiency is also higher because each stage can be optimized for performing just one task. Their main disadvantage, apart from cost and size, is that their use makes sense, generally speaking, only in ac-dc drivers: Power Factor (PF) correction is performed by the first stage while the second or third stages are in charge of cancelling the low-frequency ripple.

The Asymmetrical Half Bridge (AHB) converter [20][22] represents a suitable option for the second stage of an ac-dc driver. Its efficiency is very high due to the possibility of reaching Zero-Voltage Switching (ZVS) in primary switches [23]-[27]. Due to the control scheme of this topology and the limited output-voltage range required in LED drivers, its output filter can be very small. The voltage across the transformer secondary side, due to the aforementioned control scheme, also makes self-driven synchronous rectification easy to be implemented, leading to high efficiency in low-output-voltage applications [28], [29]. Its transformer, apart from providing galvanic isolation, leads to high step-up or -down conversion ratios without loss of efficiency. Obviously, the AHB converter also presents some disadvantages. The duty cycle range is limited to $0.0-$ 0.5 . This can be partially solved using the two-transformer AHB converter [30]-[31], in which the output inductor is replaced with an additional transformer connected in series to the original one. The resulting maximum duty cycle is higher than 0.5 but still lower than unity. Another important drawback of this family of converters is the resonance between the input capacitors and the magnetizing inductance [32]-[35]. This resonance is located at low frequencies and, as a consequence, limits the attainable bandwidth of the control loop. In general, this is not a problem for controlling the voltage/current of the LEDs as they can be considered as non-demanding loads regarding the dynamic behaviour of the driver. Nonetheless, cancelling the low-frequency ripple may require a bandwidth higher than the one that can be reached without compromising stability. To overcome this problem, a feedforward loop may be implemented in the control of the AHB converter [29], [36]. In this way, the feedforward loop attenuates the ripple and the feedback loop bandwidth can be tailored as much as required to reach stability and a reasonable emitted light regulation. Nevertheless, the dc gain of the AHB converter is not linear. The feedforward loop has to be then optimized for a single operating point (i.e., given values of the input and the output voltage). As a consequence, the low-frequency ripple cannot
be totally cancelled and this cancellation worsens as the operating point gets farther from the one used in the feedforward loop calculation.

In this paper, the Zeta AHB (ZAHB) converter is analysed as second stage of an LED driver as a way of overcoming the two main disadvantages of the traditional AHB converters [37], [38]. Its maximum theoretical duty cycle does reach unity. Moreover, the dc gain of this converter is linear. Therefore, although resonances still limits its maximum attainable bandwidth, the feedforward loop can perfectly cancel the low-frequency ripple at any operating point. This makes the ZAHB converter a perfect second stage topology for LED drivers, due to the especial demands imposed to the driver by the load. An optimized design guideline is also proposed for this converter. It is based on choosing the optimum conversion ratios of the transformer windings in order to minimize losses of the magnetic components. As will be seen, the effectiveness of the feedforward loop and the validity of the proposed design methodology are independent from the first-stage topology of the driver. Therefore, for the sake of clarity, in this paper only the output-voltage characteristics of the first stage (average value and low-frequency ripple) are considered (they are input variables for the design procedure).

The paper is organized as follows. In section II, the analysis of the feedforward loop is presented. In section III, the proposed optimized design is explained, based on the equations derived in section VI. Section IV presents the experimental results obtained with a $50-\mathrm{W}$ prototype. Finally, section V gathers the conclusions extracted from this work.

## II. ANALYSIS OF THE ZAHB CONVERTER AND ITS FEEDFORWARD LOOP

This section will only describe the proposed topology briefly, as this has already been done in [37]. Nevertheless, this description will include the equations that are necessary for the analysis of the feedforward loop. This section will also include a comparison of the feedforward loop when implemented in the traditional AHB converter and in the ZAHB one.

The schematic of the ZAHB converter is shown in Fig. 1. The MOSFETs have complementary driving signals, which means that one of them is always turned on (neglecting the dead times needed for achieving ZVS). As a


Fig. 1. Schematic of the ZAHB converter with a simple feedforward loop (blue) and a standard feedback loop (red).
consequence, the volt-second balance in the transformer and in the output inductor (assuming that the leakage inductance is negligible) leads to the following equations:

$$
\begin{gather*}
V_{C p}=V_{i n} D,  \tag{1}\\
V_{C s}=V_{\text {in }} D n_{t},  \tag{2}\\
V_{\text {out }}=V_{\text {in }} D n_{t}, \tag{3}
\end{gather*}
$$

where $\mathrm{V}_{\mathrm{Cp}}$ and $\mathrm{V}_{\mathrm{Cs}}$ are the voltages of the capacitors $\mathrm{C}_{\mathrm{p}}$ and $\mathrm{C}_{\mathrm{s}}, \mathrm{V}_{\text {in }}$ is the input voltage, $\mathrm{V}_{\text {out }}$ the output voltage, and $\mathrm{n}_{\mathrm{t}}$ is the overall turns ratio of the transformer (i.e., $\mathrm{n}_{\mathrm{t}}=\mathrm{n}_{1}+\mathrm{n}_{2}$ ).

Equation (3) is the dc static gain of the ZAHB converter, while the static gain of the traditional AHB converter is:

$$
\begin{equation*}
V_{o u t_{-} A H B}=V_{\text {in }} D(1-D) n_{t} . \tag{4}
\end{equation*}
$$

Considering that the purpose is implementing the second stage of an LED driver, the output current may be more interesting than the output voltage. Therefore, equations (3) and (4) may be rewritten as follows:

$$
\begin{gather*}
I_{\text {out }}=\frac{V_{\text {in }} D n_{t}-V_{\gamma_{-} \text {string }}}{R_{d_{-} \text {string }}},  \tag{5}\\
I_{\text {out_AHB }}=\frac{V_{\text {in }} D(1-D) n_{t}-V_{\gamma_{-} \text {string }}}{R_{d_{-} \text {string }}}, \tag{6}
\end{gather*}
$$

where $\mathrm{V}_{\gamma_{\mathrm{s}} \text { string }}$ and $\mathrm{R}_{\mathrm{d}_{\mathrm{s}} \text { string }}$ are the knee voltage and the dynamic resistance of the whole LED string.

Comparing (3) and (4), or (5) and (6), it can be easily seen that for the same design conditions, the dc static conversion ratio is higher in the ZAHB converter, as stated in [37], due to the factor (1-D), which is always lower than unity. In Fig. 2, the normalized dc static voltage gain is represented for an AHB and a ZAHB converter. For the sake of clarity, this figure is based on equations (3) and (4), and not on (5) and (6), as a way of avoiding the knee voltage and the dynamic resistance influence in the explanation, which are not necessary to understand the reasons for the better performance of the feedforward loop in the ZAHB converter. Both converters are designed to obtain the same output voltage at their corresponding maximum duty cycle. As can be seen, the AHB converter reaches its maximum at $\mathrm{D}=0.5$, whereas the ZAHB converter reaches the maximum output voltage at $\mathrm{D}=1.0$ using a transformer with a turns ratio four


Fig. 2. Normalized DC static gain of the AHB (red line) and the ZAHB (blue line) converters for the same design conditions.
times lower. This reduced turns ratio leads to several advantages, such as reduction in the magnetizing current offset or reduction in the voltage stress in the diode. Nevertheless, the most important fact for LED lighting is that the ratio between the output voltage and the duty cycle is linear in the ZAHB converter and not in the standard AHB converter. As a consequence, the implementation of the feedforward loop in the first one (i.e., ZAHB converter) is easier than in the second one (i.e., standard AHB converter). The most common and straightforward implementation of the feedforward loop implies that the peak value of the triangular or sawtooth waveform used in the PWM generator is proportional to the input voltage:

$$
\begin{equation*}
D=\frac{V_{\text {control }}}{V_{\text {st } \_ \text {peak }}}=\frac{V_{\text {control }}}{K_{f f} V_{\text {in }}}, \tag{7}
\end{equation*}
$$

where $\mathrm{V}_{\text {control }}$ is the control voltage generated by the feedback control loop, $\mathrm{V}_{\text {st_peak }}$ is the peak value of the sawtooth voltage and $\mathrm{K}_{\mathrm{ff}}$ is the constant of proportionality of the feedforward loop.

In the traditional AHB converter (whose static gain is shown in (4)), the use of this feedforward loop (equation (7)) leads to the following output voltage equation:

$$
\begin{align*}
V_{\text {out }_{-} A H B} & =V_{\text {in }} \frac{V_{\text {control }}}{K_{f f f_{-} A H B} V_{\text {in }}}\left(1-\frac{V_{\text {control }}}{K_{\text {ff_ }} A H B} V_{\text {in }}\right. \tag{8}
\end{align*} n_{t}=,
$$

where $\mathrm{K}_{\mathrm{ff} \text { _AHB }}$ is $\mathrm{K}_{\mathrm{ff}}$ in the feedforward loop of the traditional AHB converter. This equation shows that the output voltage still depends on the input voltage. Using (6), the feedforward loop would lead to the following expression of the output current when the AHB converter is supplying an LED string:

When the converter is used as second stage of a PF Corrector (PFC), $\mathrm{V}_{\text {in }}$ can be expressed as:

$$
\begin{equation*}
V_{i n}=V_{i n_{-} n o m}(1+r \sin (2 \omega t) \text {, } \tag{10}
\end{equation*}
$$

where $r$ is the relative value of the low-frequency ripple and $\omega$ is the pulsation of the grid.

The value of $\mathrm{K}_{\mathrm{ff}}$ Ahb should be tuned using (8) or (9) for a given operating point; for instance, the nominal input and output voltages (or nominal input voltage and output current):

$$
\begin{gather*}
K_{\text {ff_AHB }}=V_{\text {control_nom }} n_{t} \frac{1 \pm \sqrt{1-4 \frac{V_{\text {out_AHB_nom }}}{V_{\text {in_nom }} n_{t}}}=}{2 V_{\text {out_AHB_nom }}}= \\
=V_{\text {control_nom }} n_{t} \frac{1 \pm \sqrt{1-4 \frac{I_{\text {out_AHB_nom }} R_{d_{-} \text {string }}+V_{\gamma_{-} \text {string }}}{V_{\text {in_nom }} n_{t}}} 2\left(I_{\text {out_AHB_nom }} R_{d_{-} \text {string }}+V_{\gamma_{-} \text {string }}\right)}{} \tag{11}
\end{gather*}
$$

As can be seen, the value of $\mathrm{K}_{\mathrm{ff}}$ AhB is dependent on the input-voltage value chosen for the calculation (in this case, $\mathrm{V}_{\text {in_nom }}$ ). This has several disadvantages. The first one is that the low-frequency ripple is not perfectly cancelled because $\mathrm{K}_{\mathrm{ff} \text { _AнB }}$ is constant while its value should actually change according to $\mathrm{V}_{\text {in }}$.

The second one, related to the first one, is that the closer the duty cycle to 0.5 , the worse the ripple cancellation with a linear feedforward loop (as the one presented in (7)). This can be easily understood paying attention to Fig. 2. In the vicinity of 0.5 , the slope of the static gain is quite low. Therefore, large variations of the duty cycle are required for cancelling the low-frequency ripple. On the other hand, at lower ranges of the duty cycle, the dc gain gets a higher slope. Smaller variation of the duty cycle are then required for cancelling the same low-frequency ripple. One consequence of this can be seen in Fig. 3, where the output current ripple of an AHB converter operating at a higher nominal duty cycle is worse than the ripple of another AHB converter operating at a lower nominal duty cycle. Nevertheless, the last one requires a transformer with a higher turns ratio, which implies higher stress in components and lower efficiency. Another consequence, the worst one, is that the variations in the slope of the dc gain also leads to an uneven effect of the feedforward loop due to its linear behaviour (see (7)). As can be seen in Fig. 3 for the $\mathrm{D}_{\text {nom }}=0.439$ design, the positive part of the ripple is smaller than the negative one. This is because when the ripple is negative, the feedforward loop needs to increase the duty cycle, moving to ranges in which the dc gain slope is lower. Therefore, large variations of the duty cycle are required. When the ripple is positive, the feedforward loop reduces the duty cycle, moving to ranges in which the slope is higher and, consequently, the required variation is smaller. Nonetheless, the feedforward loop is linear, so positive and negative parts of the ripple are attenuated by means of equal variations of the duty cycle (with different sign).

This problem of the traditional AHB converters with the feedforward loop and the low-frequency ripple has been addressed in [29] and [36]. In the first one, the authors propose a double feedforward loop, so it has a different gain for the positive and the negative part of the ripple. In [36], the authors propose a digital feedforward loop based on a low-cost microcontroller. Although both solutions lead to an improvement in the feedforward loop, the ripple cancellation


Fig. 3. Normalized output current ripple of the standard AHB converter with no feedforward loop (red) with feedforward loop with a nominal duty cycle equal to 0.439 (blue) and with a nominal duty cycle equal to 0.173 .
is still no perfect and the cost and complexity of the proposed systems are considerably increased.

For the ZAHB converter, the simple feedforward loop implementation also satisfies (7); therefore (3) turns into:

$$
\begin{equation*}
V_{\text {out }}=V_{\text {in }} \frac{V_{\text {control }}}{K_{\text {ff _ZAHB }}} V_{\text {in }} n_{t}=\frac{V_{\text {control }}}{K_{\text {ff _ZAHB }}} n_{t} . \tag{12}
\end{equation*}
$$

In the same way, (5) turns into:

$$
\begin{equation*}
I_{\text {out }}=\frac{\frac{V_{\text {control }}}{K_{\text {ff_-ZAB }}} n_{t}-V_{\gamma_{-} \text {string }}}{R_{d_{\text {string }}}}, \tag{13}
\end{equation*}
$$

The value of $\mathrm{K}_{\mathrm{ff} \text { ZAHB }}$ can be defined considering any operating point (for instance, the nominal one):

$$
\begin{align*}
K_{\text {ff__ZAHB }} & =\frac{V_{\text {control_nom }}}{V_{\text {out_nom }}} n_{t}=  \tag{14}\\
& =\frac{V_{\text {control_nom }}}{I_{\text {out__AHB_nom }} R_{d_{-} \text {string }}+V_{\gamma_{- \text {string }}}} n_{t},
\end{align*}
$$

leading to the following static gains:

$$
\begin{gather*}
V_{\text {out }}=\frac{V_{\text {control }}}{V_{\text {control_nom }}} V_{\text {out_nom }}  \tag{15}\\
I_{\text {out }}=\frac{\frac{V_{\text {control }}}{V_{\text {control_nom }}}\left(I_{\text {out_AHB_nom }} R_{d_{-} \text {string }}+V_{\gamma_{-} \text {string }}\right)-V_{\gamma_{-} \text {_string }}}{R_{d_{-} \text {string }}}, \tag{16}
\end{gather*}
$$

The output voltage and the output current are now completely independent from the input voltage, but they still can be controlled by the feedback loop by means of $\mathrm{V}_{\text {control }}$.

This automatic cancellation of the low-frequency ripple represents a great advantage of the ZAHB converter when used in LED lighting applications. The control transfer function of the ZAHB converter (duty cycle to output voltage or current) presents the typical resonance between the input capacitor and the magnetizing inductance of the transformer, which is normally located at very low frequencies. As a consequence, the maximum attainable bandwidth of the feedback loop is not always high enough as to cancel the low-frequency ripple introduced by the first stage of the LED driver (i.e., a PFC without electrolytic capacitors). Thanks to the linearity in the dc static gain, it is possible to use a simple feedforward loop to cancel the effect of the low-frequency ripple, leaving the feedback loop in charge of just controlling the emitted light of the lamp. In this way, the feedback loop can be slow enough to assure stability just because in many situations, the regulation of the emitted light does not required very fast responses.

## III. Optimized design of the ZAHB converter

For the sake of clarity, this section will not present the development of the equations used in the optimized design. That is included in section VI, and the explanation performed in this section will be based on the resulting final equations. The optimized design proposed in this section looks for the reduction in the overall losses of the converter. As will be
seen, this is achieved by wisely choosing the value of $n_{1}$ and $\mathrm{n}_{2}$ for reducing the overall losses in the two magnetic components of the topology.

According to (3), the overall turns ratio of the transformer, $\mathrm{n}_{\mathrm{t}}$, can be expressed as the required turns ratio in order to obtain the nominal output voltage for the maximum attainable duty cycle when the input voltage is at its minimum value (due to the low-frequency ripple). Theoretically, the maximum duty cycle is unity in the ZAHB converter, but the dead times for achieving ZVS should be considered. Other effects derived from the leakage inductance and the operation principle of the converter may also lead to a reduction of the effective duty cycle. Considering (10), the value of $n_{t}$ can be expressed as:

$$
\begin{equation*}
n_{t}=\frac{V_{\text {out_nom }}}{V_{\text {in }}(1-r) D_{\max }} \tag{17}
\end{equation*}
$$

where $D_{\text {max }}$ is the maximum attainable duty cycle.
Once $n_{t}$ is defined, the maximum voltage withstood by the diode $\mathrm{D}_{\mathrm{s}}$ is also defined:

$$
\begin{equation*}
V_{D s}=\left(V_{i n}-V_{C p}\right) n_{t}+V_{C s}=V_{i n} n_{t} \tag{18}
\end{equation*}
$$

Also, the voltage withstood by the MOSFETs is limited to $\mathrm{V}_{\mathrm{in}}$, as in any half-bridge structure, and the average voltages of capacitors $\mathrm{C}_{\mathrm{p}}$ and $\mathrm{C}_{\mathrm{s}}$ are already defined in (1) and (2). As can be seen, none of these voltages depends only on $n_{1}$ or $n_{2}$, but on $n_{t}$. Hence, the switching losses (and the voltage ratings) in the semiconductors are tied once $D_{\text {max }}$ is chosen.

Regarding the current stress on the components, it is enough to calculate the currents through the three windings of the transformer as a function of time. With them, the currents through any component of the ZAHB converter can be calculated. In section VI, the equations of the three currents are derived. In that section, it is also shown that the ripple in the output inductor current and in the magnetizing inductance current can be disregarded in comparison to the ripple in the leakage inductance. As a consequence, the equations of the three currents can be simplified.

The current through the leakage inductance is:
$i_{L k}(t) \approx\left\{\begin{array}{l}I_{\text {out }} n_{t} \quad \text { when } 0<t<D T \\ I_{\text {out }} n_{t}\left(1-\frac{2}{(1-D)^{2} T}(t-D T)\right) \text { when } \quad D T<t<T,\end{array}\right.$
This current can be used for calculating the current through MOSFETs $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ and through capacitor $\mathrm{C}_{\mathrm{p}}$.

The current through the first secondary winding, which is also the current through $\mathrm{C}_{\mathrm{s}}$, satisfies:

$$
i_{\text {Tr1 }}(t) \approx\left\{\begin{array}{l}
I_{\text {out }} \text { when } 0<t<D T  \tag{20}\\
I_{\text {out }}\left(1-\frac{2}{(1-D)^{2} T}(t-D T)\right) \text { when } D T<t<T
\end{array}\right.
$$

while the current though the second secondary winding (and diode $D_{s}$ ) satisfies (see Fig. 1 for the current positive sign):

$$
i_{T r 2}(t) \approx\left\{\begin{array}{l}
0 \text { when } 0<t<D T  \tag{21}\\
-2 I_{\text {out }} \frac{t-D T}{(1-D)^{2} T} \quad \text { when } \quad D T<t<T
\end{array}\right.
$$

As can be seen, none of the currents through the semiconductors depend on $n_{1}$ or $n_{2}$ (only on $n_{t}$ ) if the ripple in the magnetizing inductance and the output inductor is disregarded. In the case these ripples cannot be disregarded, section VI also includes the complete equations, which can be used instead of the simplified ones without affecting the proposed design methodology. For the sake of simplicity, the explanation provided here will be based on the simplified equations.

The currents through the capacitors are also independent from $n_{1}$ and $n_{2}$; nonetheless, losses in capacitors are generally disregarded.

The values of $n_{1}$ and $n_{2}$ cannot be then used for minimizing the losses in the semiconductors and optimize the design of the converter as they are all defined once $n_{t}$ is chosen. The optimized design of the ZAHB converter will be then based on the losses in the magnetics (transformer and inductor) because, as will be seen, they are dependent on $n_{1}$ and $\mathrm{n}_{2}$.

The core losses in the output inductor, $\mathrm{P}_{\text {Lf core }}$, can be expressed as:

$$
\begin{equation*}
P_{L f_{-} \text {core }}=\operatorname{Vol}_{L f} c_{L f}\left(\frac{n_{1} V_{O}(1-D)}{2 n_{t} N_{L f} A e_{L f} f}\right)^{y_{L f}} f^{x_{L f}} \tag{22}
\end{equation*}
$$

where $\mathrm{N}_{\mathrm{Lf}}$ is the number of turns of the inductor, $\mathrm{Vol}_{\mathrm{Lf}}$ is the volume of the magnetic core of the inductor, $\mathrm{Ae}_{\mathrm{Lf}}$ is the effective area of the magnetic core, $f$ is the switching frequency and $\mathrm{x}_{\mathrm{Lf}}, \mathrm{y}_{\mathrm{Lf}}$ and $\mathrm{c}_{\mathrm{Lf}}$ are parameters defined by the chosen magnetic material. As can be seen, the core losses in the output inductor depend on $\mathrm{n}_{1}{ }^{\text {yLf }}$.
The conduction losses, $\mathrm{P}_{\text {Lf_copper }}$, are:

$$
\begin{equation*}
P_{L f_{-} \text {copper }}=I_{L f_{-} r m s}^{2} \rho \frac{l m_{L f} N_{L f}^{2}}{A w_{L f}} \tag{23}
\end{equation*}
$$

where $\operatorname{lm}_{\text {Lf }}$ is the mean length per turn and $A w_{\text {Lf }}$ is the window area, both of the magnetic core, and $\mathrm{I}_{\mathrm{Lf}_{-} \text {rms }}$ is the rms value of the current through the inductor.

In Fig. 4a, the normalized overall losses in the inductor, $\mathrm{P}_{\mathrm{Lf}}$, are represented for different values of $\mathrm{n}_{1}$ and $\mathrm{N}_{\mathrm{Lf}}$ (and for a given magnetic material). The normalization factor are the minimum losses for $\mathrm{n}_{1}=0.99 \cdot \mathrm{n}_{\mathrm{t}}$. The part with negative slope of each curve represents the designs (according to the number of turns) in which core losses are dominant, while the positive-slope parts are copper-loss
dominant. Obviously, the optimum point for each curve (i.e., each $n_{1}$ value) is the one with flat slope. As can be seen, as $n_{1}$ increases, the losses in the optimum point, $\mathrm{P}_{\mathrm{Lf} \text { _opt }}$, increases in a linear way (as shown in Fig. 4b). Therefore, from the inductor design point of view, the lower $n_{1}$, the better. Moreover, as $n_{1}$ is increased, the optimum number of turns, $\mathrm{N}_{\text {Lf_opt }}$, at which the total losses in the inductor are minimized, also increases. This can be seen in Fig. 4a and also in Fig. 4c.

There is an additional issue to be considered in the design of the output inductor. The number of turns, $\mathrm{N}_{\mathrm{Lf}}$, should be higher than a given value in order to avoid the saturation of the core. This value, $\mathrm{N}_{\mathrm{Lf}_{-} \min }$, can be defined as:

$$
\begin{equation*}
N_{L f_{-} \min }=\frac{I_{O} V_{O}\left(1-D_{\min }\right) n_{1}}{2 n_{t} f B_{L f_{-} s a t} A e_{L f}} \tag{24}
\end{equation*}
$$

where $I_{o}$ is the nominal output current and $B_{L f}$ sat is the maximum density flux of the chosen magnetic material. If $\mathrm{N}_{\text {Lf_min }}$ is higher than $\mathrm{N}_{\text {Lf_opt }}$, there are only two possible options to reach a valid design. The first one is designing the inductor with a number of turns equal to $\mathrm{N}_{\mathrm{Lf} \_ \text {min }}$, which represents a design not optimized from the losses point of view (it would be a copper-loss-dominant design). The second one is increasing the size of the chosen magnetic core with the purpose of reducing $\mathrm{N}_{\text {Lf_min }}$ (as can be seen, (24) is proportional to $\mathrm{Ae}_{\mathrm{Lf}}{ }^{-1}$ ). Nonetheless, with this second option the size of the converter is compromised. Obviously, the design of the ZAHB converter should aim at choosing a value of $\mathrm{n}_{1}$ which assures that $\mathrm{N}_{\text {Lf_min }}$ is lower than $\mathrm{N}_{\text {Lf_opt }}$. As can be seen in Fig. 4c, $\mathrm{N}_{\text {Lf_min }}$ increases with higher values of $\mathrm{n}_{1}$. Moreover, the slope of $\mathrm{N}_{\text {Lf_min }}$ is higher than the slope of $\mathrm{N}_{\text {Lf_opt }}$. From the saturation point of view, as for the losses, the lower $n_{1}$, the better, because the resulting inductor will be farther from saturation. This may lead to a reduction in the size of the magnetic core because there is room to increase the value of $\mathrm{N}_{\mathrm{Lf} \_ \text {min }}$ without reaching saturation.

Regarding the transformer, a similar analysis can be done. The core losses, $\mathrm{P}_{\text {Tr_core }}$, can be calculated as follows:

$$
\begin{equation*}
P_{T_{-} \text {core }}=\operatorname{Vol}_{T r} c_{T r}\left(\frac{V_{O}(1-D)}{2 n_{t} N_{T r} A e_{T r} f}\right)^{y_{T r}} f^{x_{T r}}, \tag{25}
\end{equation*}
$$

where $\mathrm{N}_{\mathrm{Tr}}$ is the number of turns of the primary side winding, $\mathrm{Vol}_{\mathrm{Tr}}$ is the volume and $\mathrm{Ae}_{\mathrm{Tr}}$ the effective area, both of the magnetic core chosen for the transformer, and $\mathrm{c}_{\mathrm{Tr}}$, $\mathrm{y}_{\mathrm{Tr}}$ and $\mathrm{x}_{\mathrm{Tr}}$ are parameters defined by the material of the


Fig. 4. a) Normalized power losses (losses at $P_{3}$ used as normalizing factor) for different values of the number of turns ( $\mathrm{N}_{\mathrm{Lf}}$ ) and for different values of the turns ratio of the transformer $\left.\left(n_{1}\right) ; b\right)$ Normalized losses as a function of $n_{1}$ for the optimum value of $N_{L f}$ in each case; c) Optimum number and minimum number of turns $\left(\mathrm{N}_{\mathrm{Lf} \text { _opt }}\right.$ and $\left.\mathrm{N}_{\mathrm{Lf} \_ \text {min }}\right)$ as a function of $\mathrm{n}_{1}$.
magnetic core. As can be seen, the transformer core losses are independent from $\mathrm{n}_{1}$ or $\mathrm{n}_{2}$ (not like the core losses in the inductor).

The copper losses in the transformer, $\mathrm{P}_{\text {Tr_copper }}$, can be expressed as:

$$
\begin{align*}
& P_{T_{-} \text {copper }}=I_{l k_{-} r m s}^{2} \rho N_{T r}^{2} \cdot \frac{l m_{T r}}{A w_{T r} f w_{T r_{-} p r i}}+ \\
& +I_{T r 1_{-} r m s}^{2} \rho N_{T r}^{2} n_{1}^{2} \frac{l m_{T r}}{A w_{T r} f w_{T r 1}}+I_{T r 2_{-} r m s}^{2} \rho N_{T r}^{2} n_{2}^{2} \frac{l m_{T r}}{A w_{T r} f w_{T r 2}} \tag{26}
\end{align*}
$$

where $\mathrm{I}_{\mathrm{lk} \_ \text {rms }}$ is the rms value in the primary winding, $\mathrm{I}_{\text {Tr1_rms }}$ and $\mathrm{I}_{\mathrm{Tr} 2 \text { _rms }}$ are the rms value of the currents through the two secondary windings, $\mathrm{Aw}_{\mathrm{Tr}}$ is the window area of the core of the transformer and $\mathrm{fw}_{\mathrm{Tr}_{-} \mathrm{pri}}, \mathrm{fw}_{\mathrm{Tr} 1}$ and $\mathrm{fw}_{\mathrm{Tr} 2}$ represent the percentage of the window area used by each winding. The way these factors are defined may vary, but two possible conditions are levelling the circular mils per amp (CMA) factor or levelling the losses in the three windings. The last option may be expressed as follows:

$$
\begin{align*}
f w_{T r_{-} p r i} & =\frac{I_{L k_{-} r m s}^{2}}{I_{L k_{-} r m s}^{2}+n_{1}^{2} I_{T r 1_{-} r m s}^{2}+n_{2}^{2} I_{T r 2_{-} r m s}^{2}}  \tag{27}\\
f w_{T r 1} & =\frac{n_{1}^{2} I_{T r 1_{-} r m s}^{2}}{I_{L k_{-} r m s}^{2}+n_{1}^{2} I_{T r 1_{-} r m s}^{2}+n_{2}^{2} I_{T r 2_{-} r m s}^{2}}  \tag{28}\\
f w_{T r 2} & =\frac{n_{2}^{2} I_{T r 2_{-} r m s}^{2}}{I_{L k_{-} r m s}^{2}+n_{1}^{2} I_{T r 1_{-} r m s}^{2}+n_{2}^{2} I_{T r 2_{-} r m s}^{2}} \tag{29}
\end{align*}
$$

Although the currents are independent from $\mathrm{n}_{1}$ or $\mathrm{n}_{2}$, as can be derived from equations (19)-(21), the copper losses in the transformer depend on $\mathrm{n}_{1}$ and $\mathrm{n}_{2}$ due to the way the window area is shared by the three windings (see (26)-(29)). Fig. 5a shows the total losses in the transformer for three different values of $n_{1}$ (the same as those used in Fig. 4), for a given magnetic material, and for different values of $\mathrm{N}_{\mathrm{Tr}}$, the number of turns of the primary winding. The normalization factor is the power dissipated by the transformer at $\mathrm{P}_{3}{ }_{3}$, which is the minimum for $n_{1}=0.99 \cdot n_{t}$, the same value of $n_{1}$ used in the normalization of the inductor losses. As can be seen in Fig. 5b, the variation of the losses as a function of $n_{1}$ is not linear, as happens in the inductor. It presents a minimum point in the vicinity of $\mathrm{n}_{1}=0.6 \cdot \mathrm{n}_{\mathrm{t}}$. The optimum number of turns $\mathrm{N}_{\text {tropt }}$ is not linear either, and presents a maximum also in the vicinity of $n_{1}=0.6 \cdot n_{t}$.

Saturation in the transformer core has to be avoided.

Therefore:

$$
\begin{equation*}
N_{T r_{-} \min }=\frac{V_{O} D_{\min }\left(1-D_{\min }\right)}{2 n_{1} n_{t} f B_{T r_{-} s a t} A e_{T r}} \tag{30}
\end{equation*}
$$

where $\mathrm{N}_{\text {Tr_min }}$ is the minimum number of turns to avoid saturation in the transformer core and $\mathrm{B}_{\text {Tr_sat }}$ is the maximum magnetic flux, which depends on the material of the core. As can be seen, the minimum number of turns in the transformer decreases linearly with $n_{1}$ (represented in Fig. 5c), completely different from the behaviour of $\mathrm{N}_{\mathrm{Lf} \text { _min }}$.
From the transformer point of view, the criterion for choosing $\mathrm{n}_{1}$ is completely different from the one defined by the inductor. As can be seen in Fig. 5c, for low values of $n_{1}$, the magnetic core would be saturated. Therefore, $\mathrm{n}_{1}$ should be higher than the value defined by the intersection between $\mathrm{N}_{\mathrm{Lf}-\min }$ and $\mathrm{N}_{\mathrm{Lf}-\text { opt }}$ in Fig. 5 c and as close as possible to the point $\mathrm{P}^{\prime}{ }_{\text {min }}$ in Fig. 5b.

Now that the effect of $n_{1}\left(\right.$ and $\left.n_{2}\right)$ in the losses of all the components are clearly identified, it is possible to propose the optimized design of the ZAHB converter based on the minimization of the overall losses in the magnetic components under nominal conditions. Nonetheless, each magnetic component fixes different criteria for choosing the best value for $n_{1}$. The optimized design starts then with the addition of the losses in the transformer and in the inductor. Fig. 6a shows a design example related to the losses presented in Fig. 4 and Fig. 5. As can be seen, the minimum losses are now located at a value of $n_{1}$ different from both, the one that optimizes the inductor and the one that optimizes the transformer. The other issue to take into consideration is assuring that none of the magnetic components reaches saturation. For the sake of clarity, Fig. 4c and Fig. 5c are represented in Fig. 6b together. As can be seen, the transformer needs a value higher than $\mathrm{n}_{1 \_ \text {min }}$ (around $0.35 \cdot \mathrm{n}_{\mathrm{t}}$ in this particular case) in order to assure that it does not reach saturation for the optimum number of turns, $\mathrm{N}_{\text {Tr_opt }}$. In this particular case, saturation in the inductor for the optimum number of turns ( $\mathrm{N}_{\mathrm{Lf} \_ \text {min }}=\mathrm{N}_{\mathrm{Lf} \text { _opt }}$ ), occurs for a value of $\mathrm{n}_{1}$ higher than $n_{t}$ (not shown). Therefore, $n_{1 \_ \text {max }}$ is equal to $n_{t}$. For other designs, as the slope of $\mathrm{N}_{\mathrm{Lf} \_ \text {min }}$ is higher than $\mathrm{N}_{\mathrm{lf} \_\mathrm{opt}}$, their intersection may occur at values lower than $n_{t}$. The final value of $n_{1}$ should be then in between $n_{1 \_\min }$ and $n_{1 \_\max }$ (Fig. 6 b ) and should assure the minimum overall losses (Fig. 6a). In other words, $\mathrm{n}_{1}$ should be as close as possible to the value that defines P ' ${ }_{\text {min }}$ but without exceeding the range defined


Fig. 5. a) Normalized power losses (losses at $\mathrm{P}^{\prime}{ }_{3}$ used as normalizing factor) for different values of the number of turns of the primary winding $\left(\mathrm{N}_{\mathrm{Tr}}\right)$ and for different values of the turns ratio of the transformer $\left(\mathrm{n}_{1}\right)$; b) Normalized losses as a function of $\mathrm{n}_{1}$ for the optimum value of $\mathrm{N}_{\mathrm{Tr}}$ in each case; c) Optimum number and minimum number of turns ( $\mathrm{N}_{\mathrm{Tr}_{\text {_opt }}}$ and $\mathrm{N}_{\mathrm{Tr}_{-} \text {min }}$ ) as a function of $\mathrm{n}_{1}$.


Fig. 6. a) Normalized overall losses of the magnetic components of the ZAHB converter (the normalization factor are the losses at $\mathrm{P}^{\prime}{ }_{\text {min }}$ ) for different values of $n_{1}$. All the point are calculated according to the optimum number of turns for the inductor and the transformer; $b$ ) comparison of the optimum and minimum number of turns for both magnetic components according to $\mathrm{n}_{1}$.
by $\mathrm{n}_{1 \_\min }$ and $\mathrm{n}_{1 \_\max }$. According to this, in the proposed example the final value of $n_{1}$ should be equal to $\mathrm{n}_{1 \_\min }=0.35 \cdot \mathrm{n}_{\mathrm{t}}$.

Once the value of $n_{1}$ is chosen, it is possible to obtain the optimum number of turns for each magnetic component ( $\mathrm{N}_{\text {Tr_opt }}$ and $\mathrm{N}_{\text {Lf_opt }}$ in Fig. 6b). Then, the typical design of magnetic components can be applied (type of wire, number of strands to avoid skin effect, turns arrangement, simulation and estimation of leakage inductance and final temperature, etc.). Once this is done, it is possible to decide if the type, size and material chosen at the beginning are the most suitable ones or if they have to be increased, decreased or changed, according to different factors such as Circular Mils per Amp (CMA), the final temperature according to 3D simulation, etc. If the size or material of any of the two magnetic components is changed, a new whole iteration has to be performed. The only difference with a standard iterative design is that the iteration is not applied to the single magnetic component, but it starts with the calculation of the overall losses as a function of $n_{1}$ and the valid range of this parameter according to the magnetic saturation in the inductor and the transformer.

## IV. EXPERIMENTAL RESULTS

The experimental results have been obtained with the prototype shown in Fig. 7. The main parameters and components are shown in Table 1. As can be seen, the control stage can be implemented using a standard analog controller due to the simplicity of the control loops. Nonetheless, it can be easily implemented with any digital system such as an FPGA or a DSP if required. The maximum


Fig. 7. Photograph of the prototype.
duty cycle attainable by the control circuit is $85 \%$. Apart from that, dead times in order to achieve ZVS under any circumstances and leakage inductance influence should be considered. Therefore, $\mathrm{D}_{\max }$ is chosen equal to $70 \%$. The value of $n_{t}$ is then around 0.20 . According to Fig. 6a and Fig. 6 b , the value of $\mathrm{n}_{1}$ should be 0.070 while the value of $\mathrm{n}_{2}$ should be then 0.130 . With these two values it is possible to determine the optimum number of turns for both, the inductor (17 turns), and the transformer (81 turns on the primary winding).

Table 1. Main parameters and components of the prototype

| Parameter/Component | Value/Part number |
| :---: | :---: |
| Nominal input voltage | $325 \mathrm{~V}_{\mathrm{dc}}$ |
| Input-voltage ripple (pk-pk) | $\begin{gathered} 65 \mathrm{~V}_{\mathrm{pp}}(20 \% \text { of nominal input voltage }) \\ 100 \mathrm{~Hz} \\ \hline \end{gathered}$ |
| Output voltage | 37 V |
| Nominal power | 50 W |
| Current range | Full dimming |
| Switching frequency | 120 kHz |
| Control IC | UC3824N |
| MOSFETs ( $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ ) | FQD2N60C (600 V, 1.9 A , N channel) |
| Diode ( $\mathrm{D}_{\mathrm{s}}$ ) | HTG5150 (150 V, 5 A, Schottky) |
| Primary capacitor ( $\mathrm{C}_{\mathrm{p}}$ ) | $0.68 \mu \mathrm{~F}, \mathrm{MKT}$ (2 in parallel) |
| Secondary capacitor ( $\mathrm{C}_{\mathrm{s}}$ ) | $0.82 \mu \mathrm{~F}, \mathrm{MLCC}$ (3 in parallel) |
| Transformer | $\begin{gathered} \text { ETD29 } \\ \mathrm{N}_{\mathrm{Tr}}=81 \text { turns, } \mathrm{n}_{1}=0.070, \mathrm{n}_{2}=0.130 \\ \mathrm{~L}_{\mathrm{m}}=15 \mathrm{mH}, \mathrm{~L}_{\mathrm{l}}=31 \mu \mathrm{H} \end{gathered}$ |
| Inductor ( $\mathrm{L}_{\mathrm{f}}$ ) | $\begin{gathered} \hline \text { E20 } \\ \mathrm{N}_{\mathrm{Lf}}=17 \text { turns, } \mathrm{L}_{\mathrm{f}}=130 \mu \mathrm{H} \\ \hline \end{gathered}$ |
| Magnetic material | $\begin{gathered} 3 \mathrm{F3} \\ \left(\mathrm{c}=0.062 \times 10^{-10}, \mathrm{x}=1.189, \mathrm{y}=2.55\right) \end{gathered}$ |
| Filter capacitor ( $\mathrm{C}_{\mathrm{f}}$ ) | $0.82 \mu \mathrm{~F}, \mathrm{MLCC}$ (3 in parallel) |

In Fig. 8, the output voltage and output current are presented for different ripples in the input voltage (columns in Fig. 8) and different output voltages/currents (rows in Fig. 8). As can be seen, neither the output voltage nor the output current present any relevant ac component due to the fact that the feedforward loop, in this topology, leads to a perfect cancellation of the ripple, no matter the input voltage ripple or output voltage level. The feedback loop can be slow then, overcoming the typical stability problem that the AHB converter family presents due to the resonance between the magnetizing inductance and the input capacitor.

In Fig. 9, a detail of the output voltage and the output current ripple (only ac component) is shown under different


Fig. 8. Cancellation of the ripple for different output voltages (green) and currents (blue), and different input-voltage ripples (yellow).
operating conditions. As can be seen, they are cancelled in all situations. In Fig. 9a, the output voltage and current are fixed at a level slightly higher than the nominal one (then, out of the design conditions). When the input voltage decreases due to the ripple, the duty cycle tends to counter this by increasing its value. Nonetheless, it reaches its maximum value before the input-voltage ripple has reached its minimum one. As a consequence, there is a small variation in the output voltage and current when the input voltage ripple is negative. As already mentioned, this is because the converter is operating outside the design conditions and, even in that situation, the cancellation is almost perfect, with a peak-to-peak current ripple lower than $2 \%$ (disregarding the switching-frequency ripple). This highlights the relevance of wisely choosing $n_{t}$ at the beginning of the design in order to take into account all the
dead times, limits imposed by the controller, leakage inductance effect, etc. In Fig. 9b, the same output voltage and current (out of nominal range) are fixed while the input voltage ripple is reduced. As can be seen, in this situation the duty cycle has enough margins to keep the output constant. Finally, in Fig. 9c, a detail of the output ripple under nominal conditions ( 37 V ) and highest input voltage ripple ( $70 \mathrm{~V}_{\mathrm{pk} \text {-pk }}$ ) is shown. As can be seen, the ripple is cancelled.

According to the IEEE Recommended Practices regarding flicker [43], the Modulation of the light should be kept within the Recommended Flicker Operation Area (shaded area). This Modulation has to be calculated for each harmonic of the ac component (i.e., ripple) of the light as follows [44]:

a)

b)

c)

Fig. 9. Input voltage ripple (ac value, yellow), output voltage ripple (ac value, green), and output current ripple (ac value, blue) for: a) maximum input voltage ripple and $39-\mathrm{V}$ output voltage; b ) minimum input voltage ripple and $39-\mathrm{V}$ output voltage; c) maximum input voltage ripple and nominal output voltage ( 37 V ).


Fig. 10. Flicker analysis according to [43] for a) Fig. 9a [outside nominal conditions] and b) Fig. 9c [in nominal conditions].

$$
\begin{equation*}
\operatorname{Modulation}(\%)=\frac{L_{\max }-L_{\min }}{L_{\min }+L_{\max }} 100 \tag{31}
\end{equation*}
$$

where $L_{\text {min }}$ and $L_{\text {max }}$ are the minimum and maximum luminance of the LEDs due to each harmonic of the ac component. The results for the emitted light in Fig. 9a and Fig. 9c are presented in Fig. 10. As can be seen, even when the ripple is higher than expected due to the operation out of nominal conditions (Fig. 9a and Fig. 10a), all the harmonics fall within the shaded area. Even those corresponding to the lowest frequencies, which are the most critical ones regarding flickering. As can be seen in Fig. 10b, in nominal conditions (the ones to be analysed according to [43]) the results are even better, with all the harmonic components around $0.1 \%$.

In Fig. 11a, the efficiency for different ripples in the input voltage is shown. As can be seen, the efficiency of the ZAHB converter is in the range of other converters of the same family, mainly due to the fact that primary switches reach ZVS. It should be said that efficiency can be improved in low-voltage applications implemented with this topology (or any other AHB converter) thanks to the possibility of easily implementing self-driven synchronous rectification. Considering a standard first stage, such as the_PFC Boost

a)
converter operating in Critical Conduction Mode (Boundary Conduction Mode) [39], [40], the overall peak efficiency of the two-stage LED driver would be in the range 91-92\% or even higher, depending on the output voltage and current specifications. Moreover, the effectiveness of the feedforward loop and the validity of the design methodology proposed in this paper for the ZAHB converter will not be affected by the topology of the first stage [41], [42].

To see how the proposed design guideline improves the efficiency, a different design has been made. In this second design, the semiconductors and the capacitors are exactly the same as in the first prototype, as well as the size and the magnetic material of both, the inductor and the transformer. Nonetheless, the turns ratios of the transformer are not the ones resulting from the optimized design of the topology ( 0.070 and 0.130 , respectively), which were used in the first prototype. These new turns ratios are 0.16 and 0.04 . Apart from that difference, the design of the two magnetic components is carried out trying to minimize their overall losses, as for the first prototype (i.e., selecting the optimum number of turns). The results are shown in Fig. 11b. As can be seen, the proposed design presents better efficiency. It should be said that this proposed design only minimizes the

b)

Fig. 11. a) Efficiency for different input voltage ripples and different values of the output power (i.e., dimming); b) Efficiency for an optimized ZAHB converter and for a not-optimized one.
losses in the magnetic components. Therefore, the degree of impact in the overall efficiency of the converter depends on the percentage that the losses in the magnetic components represent out of the total losses.

## V. CONCLUSIONS

The ZAHB converter still presents the typical resonance between the input capacitor and the magnetizing inductance. Therefore, the cancelation of the low-frequency ripple in its output voltage cannot be achieved by means of its feedback loop. Nonetheless, the static gain in this converter presents a linear relation between the output voltage and the duty cycle, not as other topologies of the same family (i.e., standard AHB, AHB with Two Transformers, etc.). This allows a simple feedforward loop to perfectly cancel the low-frequency ripple without stability problems. Regarding the design of the topology, the main functional characteristics (static gain, voltage withstood by semiconductors, etc.) are independent from the two turns ratios of the transformer or dependent on $n_{t}$. In other words, they do not depend only on $n_{1}$ (or only on $n_{2}$ ). On the other hand, the losses in the magnetic components do depend on $n_{1}$. Consequently, it is possible to avoid the typical design in which $n_{1}$ is made equal to $n_{2}$ just as a way of simplifying the resulting equations or the construction of the transformer. In the proposed design, the value of $n_{t}$ is defined according to the main functional characteristics (nominal input voltage, low-frequency ripple, maximum attainable duty cycle and nominal output voltage). Then, the value of $n_{1}$ (and $n_{2}$ ) is chosen so that the overall losses in the magnetic components are minimized.

## VI. AnNeX

## CALCULATION OF THE CURRENTS

In this section, the equations of the currents through the three windings of the transformer will be derived. In Fig. 12 , the current through the leakage inductance ( $\mathrm{I}_{\mathrm{Lk}}$ ), and through the two secondary windings ( $\mathrm{I}_{\mathrm{Tr} 1}$ and $\mathrm{I}_{\mathrm{Tr} 2}$ ) are shown (according to Fig. 1 current signs).

The current through the leakage inductance during D.T is equal to the current through the output inductor reflected to the primary side plus the current through the magnetizing inductance:

$$
\begin{align*}
& i_{L k}(t)=\left[\left(I_{\text {out }}+\frac{V_{\text {in }} n_{1}(1-D)}{L_{f}}\left(t-\frac{D T}{2}\right)\right) n_{1}\right]+ \\
& +\left[I_{\text {out }} n_{2}+\frac{V_{\text {in }}}{L_{m}}\left(t-\frac{D T}{2}\right)\right] \tag{32}
\end{align*}
$$

$$
\text { when } 0<t<D T
$$

where $L_{f}$ is the value of the output inductor and $T$ is the switching period.

The leakage current during (1-D). T should be calculated according to the voltages in $\mathrm{C}_{\mathrm{p}}$ and $\mathrm{C}_{\mathrm{s}}$. This calculation needs also the value of the leakage inductance.


Fig. 12. Screenshot of a simulation showing the main currents of the topology.

This is not advisable due to two reasons. First, it needs the transformer to be completely designed, including the arrangement and geometry of all the layers of the three windings. That is not possible because the proposed optimized design procedure is based on wisely choosing $n_{1}$ and $n_{2}$, so it is not possible to define the physical design of the transformer previously. Second, the value of the leakage inductance is not so well predicted by numerical or analytical methods (unlike the magnetizing inductance of the transformer). Basing the calculation of the current on the estimated leakage inductance is not as accurate as it may be desirable.

The capacitor $C_{p}$ is in series with the leakage inductance, therefore, the average value of the leakage current, in steady state, has to be zero. Moreover, as shown in Fig. 12, it can be considered that the current presents a linear behaviour during (1-D).T. Therefore, it can be expressed as:

$$
\begin{align*}
& i_{L k}(t)=I_{\text {out }} n_{t}\left(1-\frac{2(t-D T)}{(1-D)^{2} T}\right)+ \\
& \text { +ripple }\left(1-\frac{2(1-D)(t-D T)}{(1-D)^{2} T}\right) \text { when } D T<t<T \tag{33}
\end{align*}
$$

where

$$
\begin{equation*}
\text { ripple }=\left(\frac{V_{i n} n_{1}^{2}(1-D)}{L_{f}}+\frac{V_{i n}}{L_{m}}\right) \frac{D T}{2} \tag{34}
\end{equation*}
$$

This last factor represents the effect on the starting value of the leakage current during (1-D).T due to the magnetizing and output inductor current ripples during $\mathrm{D} \cdot \mathrm{T}$.

It should be mentioned that the current ripple in the output inductor and in the magnetizing inductance are considerably lower than the ripple in the leakage inductance during (1-D)•T. Therefore, during $\mathrm{D} \cdot \mathrm{T}$, the current in the leakage inductance can be considered constant (see Fig. 12), leading to:

$$
\begin{equation*}
i_{L k}(t) \approx\left(I_{\text {out }} n_{1}\right)+\left(I_{\text {out }} n_{2}\right)=I_{\text {out }} n_{t} \text { when } 0<t<D T \tag{35}
\end{equation*}
$$

For the same reason, the factor ripple can be neglected in (33), leading to:

$$
\begin{equation*}
i_{L k}(t) \approx I_{\text {out }} n_{t}\left(1-\frac{2(t-D T)}{(1-D)^{2} T}\right) \text { when } \quad D T<t<T \tag{36}
\end{equation*}
$$

As can be seen, the current through the leakage inductance is not actually independent from $\mathrm{n}_{1}$ (see (32), (33) and (34)), but due to the fact that the ripple during D•T can be neglected, the current can be considered only dependent on $\mathrm{n}_{\mathrm{t}}$ (see Fig. 12a).

The current through the first secondary winding can be obtained in a similar way. The average value of the current of this first winding has to be zero due to capacitor $\mathrm{C}_{\mathrm{s}}$. During D•T, the current through the first secondary winding is equal to the current through the output inductor:

$$
\begin{equation*}
i_{T R 1}(t)=I_{\text {out }}+\frac{V_{\text {in }} n_{1}(1-D)}{L_{f}}\left(t-\frac{D T}{2}\right) \text { when } 0<t<D T \tag{37}
\end{equation*}
$$

Nonetheless, the ripple during D•T can be neglected in comparison to the ripple introduced in the current during (1-D).T. Therefore:

$$
\begin{equation*}
i_{T R 1}(t) \approx I_{\text {out }} \quad \text { when } \quad 0<t<D T \tag{38}
\end{equation*}
$$

During (1-D)•T, the current will present a linear behaviour and, consequently:

$$
\begin{gather*}
i_{\text {R11 }}(t)=\left[I_{\text {out }}+\frac{V_{\text {in }} n_{1}(1-D)}{L_{f}}\left(\frac{D T}{2}\right)\right]\left[1-\frac{2(t-D T)}{(1-D)^{2} T}\right],  \tag{39}\\
\text { when } D T<t<T
\end{gather*},
$$

which neglecting the ripple in the output inductor can be rewritten as:

$$
\begin{equation*}
i_{\text {TRI }}(t) \approx I_{\text {out }}\left[1-\frac{2(t-D T)}{(1-D)^{2} T}\right] \text { when } \quad D T<t<T \tag{40}
\end{equation*}
$$

Finally, the current through the second secondary winding is straightforward applying Kirchhoff Rules to the secondary side of the transformer:

$$
\begin{align*}
& i_{\text {TR2 }}(t)=0 \quad \text { when } \quad 0<t<D T \\
& i_{\text {TR2 }}(t)=-I_{\text {out }} \frac{2(t-D T)}{(1-D)^{2} T}++\frac{V_{\text {in }} D}{2 L_{f}} \\
& {\left[\left(n_{1}-1\right)(1-D) T+(t-D T)\left(1-\frac{2 n_{1}}{1-D}\right)\right] \text { when } D T<t<T} \tag{42}
\end{align*}
$$

Disregarding the ripple:

$$
\begin{equation*}
i_{T R 2}(t)=0 \quad \text { when } \quad 0<t<D T \tag{43}
\end{equation*}
$$

$$
\begin{equation*}
i_{T R 2}(t) \approx-I_{\text {out }} \frac{2(t-D T)}{(1-D)^{2} T} \quad \text { when } \quad D T<t<T \tag{44}
\end{equation*}
$$

The optimized design proposed in the paper is based on the simplified equation obtained in the previous section. In most of the design, the results are perfectly valid and
equal to the results that would have been obtained with the non-simplified equations. In Fig. 13, the currents obtained with the complete equations ((32), (33), (38), (39), (41) and (42)) and with the simplified ones ((35), (36), (38), (40), (43) and (44)) are represented for the ZAHB converter proposed in section IV under nominal conditions. As can be seen, the differences are small and they do not significantly affect the results obtained.

It should be taken into account that losses in the semiconductors are not considered in the proposed optimization because they do not depend on $\mathrm{n}_{1}$ or $\mathrm{n}_{2}$ according to the simplified equations. Nonetheless, if the complete equations are considered, the losses in those components may change according to $\mathrm{n}_{1}$. Nonetheless, these changes can be normally neglected. In Fig. 14, the losses in the magnetic components and the losses in the switches are represented according to the full equations. As can be seen, the losses in the semiconductors are of the same order of magnitude (Fig. 14a), but they are nearly constant so, in general, they can be omitted in the search of the optimum value of $n_{1}$ (Fig. 14b).

## CALCULATION OF THE MAGNETIC-COMPONENT LOSSES

The losses in the magnetic components consist of losses in the core and losses in the copper (i.e., magnetic losses and conduction losses). The equations of the copper losses, both in the inductor and in the transformer, are straightforward. On the other hand, the equations of the core losses should be derived.

The losses in the core can be expressed as:

$$
\begin{equation*}
P_{c o r e}=\operatorname{Vol}_{L f} c\left(\frac{B}{2}\right)^{y} f^{x} \tag{45}
\end{equation*}
$$

In the inductor, the magnetic field can be expressed as:

$$
\begin{equation*}
B_{L f}=\frac{L_{f} I_{p p}}{N_{L f} A e_{L f}} \tag{46}
\end{equation*}
$$

The value of $L_{f}$ is defined considering the acceptable ripple in the current inductor for a given operating condition. For the sake of clarity, it has been considered that the inductor ripple is defined in nominal conditions:


Fig. 13. Current for two different values of $n_{1}$ (extreme values) according to the complete equations and also according to the simplified ones. a) Leakage current; b) current through the first secondary winding; c) current through the second secondary winding.


Fig. 14. a) Losses (normalized to $\mathrm{P}_{\mathrm{M} 2 \_ \text {simplified }}$ ) in all the magnetic components and in the semiconductors as a function of $\mathrm{n}_{1}$; b) Overall losses as a function of $\mathrm{n}_{1}$ according to the complete equations and to the simplified ones.

$$
\begin{equation*}
L_{f}=\frac{V_{o} n_{1}(1-D)}{f n_{t} I_{p p}} . \tag{47}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
P_{L f-c o r e}=\operatorname{Vol}_{L f} c_{L f}\left(\frac{n_{1} V_{O}(1-D)}{2 n_{t} N_{L f} A e_{L f} f}\right)^{y_{L f}} f^{x_{L f}} \tag{48}
\end{equation*}
$$

In the transformer, the core losses can be easily obtained considering that the value of the magnetizing current, which defines the magnetic field, satisfies:

$$
\begin{equation*}
\mathrm{I}_{\mathrm{mag}_{-} p p}=\frac{V_{i n}-V_{C_{p}}}{L_{\text {mag }}} D T=\frac{V_{i n}(1-D)}{L_{\text {mag }}} D T=\frac{V_{o}(1-D)}{n_{t} L_{\text {mag }}} T . \tag{49}
\end{equation*}
$$

The magnetic field is defined as:

$$
\begin{equation*}
B_{T r}=\frac{L_{\text {mag }} I_{m a g_{-} p p}}{N_{T r} A e_{T r}} \tag{50}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
P_{T r_{-} \text {core }}=\operatorname{Vol}_{T r} c_{T r}\left(\frac{V_{O}(1-D)}{2 v n_{t} v N_{T r} A e_{T r} v f}\right)^{y_{T r}} f^{x_{T r}} \tag{51}
\end{equation*}
$$

The minimum number of turns can be easily obtained using (46) and (47) in the case of the inductor and (49) and (50) in the case of the transformer:

$$
\begin{align*}
B_{L f_{-} \max } & =\frac{V_{o} n_{1}(1-D)}{N_{L f_{-} \min } n_{t} A e_{L f} f},  \tag{52}\\
B_{T r_{-} \max } & =\frac{V_{o}(1-D)}{N_{T r_{-} \min } n_{t} A e_{T r} v f} . \tag{53}
\end{align*}
$$
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