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A B S T R A C T   

In the design of floating breakwaters, assessment of the extreme wave-induced loads on the connections, their 
weakest element, is required to ensure structure survival. This case study provides guidelines for estimating the 
extreme wave-induced forces on the connections of a floating breakwater. A Boundary Element Method (BEM) 
solver was applied to obtain the time-domain response of an array of five pontoons anchored to the sea bottom 
with elastic mooring lines. The hydrodynamic behaviour of the structure was assessed for short-duration sea 
states with different wave peak periods and oblique wave directions. Two peak selection criteria were applied to 
obtain force distributions, and several different probability density functions (PDF) were fitted to the resulting 
data. The extreme wave-induced forces on every connection and sea state were estimated for two different ex
ceedance levels during a typical 3-h sea state. Based on the results, combination of the Peaks Over Threshold 
(POT) method and generalized Pareto distribution results is proposed for estimating the wave-induced design 
forces on the connections of floating pontoon breakwaters.   

1. Introduction 

Floating breakwaters are considered an economical and eco-friendly 
alternative to their bottom-founded counterparts (Dai et al., 2018). 
These structures are deployed to provide shelter in low wave energy 
environments, such as inner harbour basins or recreational marinas 
(McCartney, 1985). Although floating breakwaters have been designed 
and constructed in a wide range of configurations and forms, they 
usually consist of an array of floating modules moored to the seabed by 
catenary chains or elastic lines (Fig. 1). This study focused on the 
pontoon subtype, also referred to as double-pontoon, twin-pontoon, or 
catamaran-type because of the typical shape of its modules. 

Floating pontoon breakwater performance has been demonstrated to 
be satisfactory, however, the connections between the modules, which 
have a high failure rate (Ferreras et al., 2014), are their "Achille’s Heel" 
(Richey, 1982). The typical connection is composed of wire ropes and 
rubber fenders, which are intended to withstand tensile and compres
sion forces, respectively (Fig. 2). The failure mechanism is in the wire 
ropes, which are unable to withstand the wave-induced forces during 
extreme sea-states. Wave directionality has a noticeable impact on these 
forces, and critical conditions tend to occur during oblique sea states 

(Peña et al., 2011; Diamantoulaki and Angelides, 2010). The wave 
period and the position of the connection in the array also influence the 
maximum forces on the connections to a great extent (Diamantoulaki 
and Angelides, 2010; Martinelli et al., 2008). In addition to being critical 
structural elements, connection stiffness conditions the performance of 
the whole structure (Martinelli et al., 2008). Therefore, an exhaustive 
analysis of the wave-induced forces is required for a proper design of 
floating pontoon breakwaters. 

The wave-induced forces on the connections can be found by nu
merical modelling. Several 2-D frequency-domain linear models have 
been applied to study the interaction of floating breakwaters and waves, 
mainly by finite elements (Elchahal et al., 2009), the element-free 
Galerkin method (Lee and Cho, 2003), and the boundary element 
method (BEM) (Williams et al., 2000). Nonetheless, since wave obliquity 
is directly related to the forces on the connectors, 3-D models are 
required to account for it, and have been widely applied to simulate 
floating breakwaters with layouts of differing complexity. Some exam
ples include a standalone moored pontoon (Loukogeorgaki and Angel
ides, 2005), a free-floating breakwater consisting of hinged modules 
(Diamantoulaki and Angelides, 2010), and the more realistic case of a 
hinged cable-moored floating breakwater (Diamantoulaki and 
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Angelides, 2011). Frequency-domain analysis relies on linearization of 
the hydrodynamic loads and the system response, and therefore, 
time-domain simulations are preferred, their higher computational cost 
notwithstanding (Stanisic et al., 2017). Chen et al. (2017) analysed the 
response of a moored floating pontoon under regular waves with a 3D 
model and found good agreement with experimental tests in a wave 
tank. Regular sea state simulation requires less computational effort 
than irregular sea states. However, this approach should be applied with 
caution, as the wave-induced forces on the connections tend to be 
underestimated (Cebada-Relea et al., 2022a). On this basis, 3D 
time-domain simulations of irregular sea states are the most appropriate 
approach for solving the hydrodynamics of floating pontoon breakwa
ters and finding the wave-induced forces on their connections. 

Once the time series of wave-induced forces are found for a given sea 
state by numerical modelling, their statistical analysis commonly fol
lows. Although the literature in this regard for floating breakwater 
connections is scarce, there are abundant examples related to the 
mooring lines of floating structures. For example, Dunja et al. (Stanisic 
et al., 2018) analysed the peak events on the mooring system of a vessel 
model subjected to a tropical cyclone environment. The short-term 
extreme response of a semi-submersible design was also analysed by 
Sheng et al. (Xu and yanGuedes Soares, 2019). In this study, a hybrid 
mooring configuration was found using the average conditional ex
ceedance rate method, the global maxima method and the Peaks Over 
Threshold (POT) method to assess the extreme forces on these elements. 
Furthermore, previous studies on a scaled point absorber wave energy 
converter with hybrid mooring have found that generalized Pareto and 
gamma distributions are suitable for fitting a mooring system peak (Xu 
et al., 2020; Xu and Guedes Soares, 2021). Other recent studies have also 

included estimation of the extreme response in complex environments, 
including station-keeping trials in ice (e.g. (Zhao et al., 2021; Sinsab
varodom et al., 2021)). 

Extreme value analysis of a given sea state usually requires a long 
enough time series and an adequate sampling rate, and especially, 
multiple simulations or repetitions (Agarwal et al., 2015). The simplest 
approach is to find the maximum value for each time-domain simulation 
and select the design load from such statistical quantities as the mean, 
the most probable maximum (MPM) or a given percentile. However, this 
approach may be unfeasible for the design of floating pontoon break
waters, which require time-consuming 3D simulations in the time 
domain of irregular sea states, for two major reasons. First, sea state 
duration must be 20 min to 6 h to ensure process stationarity, although a 
3-h duration is typically assumed for standardized design procedures 
(DNV GL, 2017). If only a single peak from each repetition were 
considered, too many repetitions would be required to obtain accurate 
statistics (Stanisic et al., 2017, 2018; Zhao et al., 2021). Second, repe
tition of 3-h simulations requires execution times that are too long. 
Therefore, some alternative approaches have been proposed for ana
lysing marine structures other than floating breakwaters. For example, 
Agarwal et al. (2015) used more than one peak per repetition to fit the 
values to a probability distribution and estimate extreme events. Stanisic 
et al. (2018) applied the opposite method and estimated the design loads 
of vessel mooring lines from a single long time simulation. 

This study proposed and applied a complete methodology for esti
mating short-term design forces on the connections of floating pontoon 
breakwaters from short simulations. The time series of wave-induced 
forces on the connections of a floating breakwater in this case study 
were found with a 3D BEM numerical model. A total of nine irregular sea 
states with different wave peak periods and wave heading angles were 
analysed. Two peak selection criteria were applied, and different prob
ability density functions were used to fit each dataset. Then, the wave- 
induced forces for different exceedance probabilities in a typical 3-h 
sea state were found with the two fits. Some guidelines based on anal
ysis and discussion of the results are provided for the design of floating 
breakwaters. 

The remainder of the paper is structured as follows. Section 2 de
scribes the pontoon array and its main properties, the numerical model 
scheme, and the short-term statistics applied to fit the results from the 
simulations and estimate the 3-h extreme forces on the connections. The 
results are presented and discussed in Section 3, and conclusions are 
drawn in Section 4. 

2. Material and methods 

2.1. Case-study breakwater 

The breakwater studied consisted of an array of five floating pon
toons interconnected with hinged joints and anchored to the seabed with 
elastic mooring lines at a depth of d = 6.75 m. The geometry of the 
pontoon, its mooring arrangement and its mechanical properties were 
based on the experimental work of Peña et al. (2011) (Fig. 3). 

2.2. Numerical model 

The ANSYS Aqwa code was used to simulate the hydrodynamic 
behaviour of the breakwater. This tool has previously been applied to 
design a wide variety of marine structures, including: vessels (Rajesh 
Reguram et al., 2016), wave energy converters (Ramos et al., 2018) and 
offshore fish cages (Chu et al., 2022). Moreover, Aqwa has already been 
applied successfully to floating pontoon arrays in regular waves (Chen 
et al., 2017; Samaei et al., 2016), and more recently, in irregular waves 
(Cebada Relea et al., 2022; Cebada-Relea et al., 2022b). The numerical 
modelling scheme and the simulated sea states are described below. 

Fig. 1. Pontoon-type floating breakwater in the Port of Figueras (Astu
rias, Spain). 

Fig. 2. Semi-rigid floating breakwater connector type (Marina) (upper left), 
connection installed and working properly (lower left) and broken connection 
after sea storms (right). 
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2.2.1. Numerical modelling scheme 
Time-domain simulations in both regular and irregular waves were 

performed with Aqwa Naut (ANSYS, 2016). The forces on the array were 
recomputed using a two-stage predictor-corrector algorithm to estimate 
the positions, velocities, and accelerations of the modules at each time 
step. The variation in the instantaneous wetted surface of the modules 
was also included to account for nonlinear hydrodynamic effects. Fig. 4 
shows the meshed geometry of a module, featuring the panels above and 
below the mean water level. A total of 16,000 (0.30 ± 0.1-m) quadri
lateral panels were used to mesh the complete array geometry. The re
sults of the mesh convergence analysis are presented under Results. 

The motion equation in the time domain is: 

M ⋅ ẍ(t) = fh(t) + fI(t) + fd(t) + fr(t) + fc(t) + fm(t) (1)  

where x(t) is the displacement from the hydrostatic equilibrium position 
and M is the mass matrix of a floating pontoon. This accounts for the 
hydrostatic fh(t), incident wave or Froude-Krylov fI(t), diffraction fd(t), 
radiation fr(t), connection fc(t) and mooring fm(t) forces. 

The nonlinear hydrostatic force fh(t) is calculated as the balance 
between gravitational forces fg(t) and the upward buoyant force. The 
hydrostatic force, considering the pontoon’s instantaneous wetted sur
face S(t), is given by the following equation: 

fh(t) = fg(t) + ρg
∫

S(t)
pst(t)ndS (2)  

where pst(t) is the instantaneous static pressure, ρ is the sea water den
sity, g is the gravity acceleration and n is the unitary normal vector. 

Incident wave forces fI(t) are also dependant on the instantaneous 
wetted surface and are estimated for each time step as 

fI(t) =
∫

St

pdyn(t) ndS, (3)  

where the Wheeler stretching method (Elchahal et al., 2009) is applied 
to determine the dynamic body pressure pdyn(t). 

Diffraction forces, including contributions from all the diffracting 
panels (those contained in the mean wetted surface, S0) are computed as: 

fd(t) = −

∫

S0

pd(t) ndS (4)  

where pd is the diffraction pressure, which is dependent on angular 
frequency (ω) and can be defined as follows: 

pd(t) = iωρφde− iωt. (5) 

The "memory effect" is captured by the radiation force term fr(t) 
(Cummins, 1962): 

fr(t)= − A∞ẍ(t) −
∫ t

0
H(t − τ)⋅ẍ(τ)dτ, (6)  

where A∞ is the added mass for an infinite frequency, and H is the 
impulse-response function: 

H(t)=
2
π

∫ ∞

0
B(ω)

sin(ωt)
ω dω=

2
π

∫ ∞

0
[A(ω) − A∞]cos(ωt) dω (7)  

A is the added mass, and B is the potential damping. These hydrody
namic coefficients were adopted from a previous frequency domain 
analysis based on potential flow theory (Cebada-Relea et al., 2022a). 

fm(t) accounts for the forces on the mooring lines (linear-elastic 
cables): 

fm(t) =
{

0 if L(t) ≤ L0
Km(L(t) − L0) if L(t) > L0

, (8)  

where L(t) is the instantaneous cable length, L0 is the starting cable 
length, and Km = 30 kN/m is the mooring line stiffness assuming 30% 
line pretension (Peña et al., 2011). 

fc(t) accounts for the forces in connection elements Cn (Fig. 3). The 
longitudinal component is hereinafter referred to as T. At both ends of 
each connection, there is a hinged joint that transfers forces and restores 
moments between modules: 

M= −

⎡

⎣
Krx 0 0
0 Kry 0
0 0 Krz

⎤

⎦
[
0,GT][Up − Uc

]
, (9)  

where Krx, Kry and Krz are the rotational stiffness around the principal 
axes, GT, is the unitary change-of-basis matrix from the local joint axes 
to the main axes, and Up and Uc are the translation and rotation matrices 
of the pontoon and connectors, respectively. Note that because of the 
geometrical arrangement (two connections between each pair of mod
ules), the relative translations are restrained and only relative rotation 
around the Y axis is possible. Joint stiffness, Kry, and the viscous 

Fig. 3. Main floating breakwater elements and dimensions [m]. Mm (with m = 1,2, …,5) is the module reference, and Cn (with n = 1,2, …,8) is the connection 
reference. Based on (Peña et al., 2011). 

Fig. 4. Meshed geometry of a floating pontoon unit. Green panels are below the 
mean wetted surface and and grey above. 
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damping of the pontoon fins were calibrated by Cebada et al. (Ceba
da-Relea et al., 2022a) based on experimental results found by Peña 
et al. (2011). 

2.2.2. Irregular sea states and repetitions 
A total of nine long-crested irregular sea states, corresponding to a 

combination of three wave headings of θ = 22.5, 45.0 and 67.5◦, where 
θ = 90.0◦ is a wave perpendicular to the breakwater alignment, and 
three wave spectral peak periods of Tp = 3, 6 and 9 s were included. All 
sea states had the same significant wave height of Hs = 0.85 m. In a 
compromise between accuracy and computation time, the duration of 
the simulations was set to 2000 s and the time step to 0.01 s. 

The Pierson-Moskowitz power spectral density (PSD) (Fig. 5) was 
used for modelling irregular waves, 

PSD(ω)=
4π3

ω5
H2

s
(
1.408⋅Tp

)4e

(

16π3

ω(1.408⋅Tp)
4

)

. (10) 

The wave amplitude of each harmonic constituent was found from 
the PSD for each sea-state, and the wave phases were pseudo-randomly 
assigned by means of predefined seeds. To capture inherent wave 
randomness, 20 repetitions of each sea-state were performed with 
different seeds (DNV GL, 2018) (Fig. 6). 

2.3. Short-term extreme value analysis 

Twenty repetitions were performed with different random seeds (as 
described in Section 2.2.2 above). The wave-induced force distributions 
found from the short-duration time series were then used to develop 3-h 
force distributions, and finally, to estimate the corresponding design 
value. 

2.3.1. Force peak selection 
One of the major issues in exploration of a short-term extreme dis

tribution is the definition and selection of peaks, which are assumed to 
be random and statistically independent of each other. The zero-up 
crossing and the Peaks Over Threshold (POT) methods were used for 
peak selection (Fig. 7). The former defines a peak as the maximum load 
between two successive zero-up crossings in the time series. The POT 
method defines a peak as the maximum load within a time window (to 
ensure independence of the peaks) that is above a given threshold. 
Although there are no well-established rules for the selection of this 
threshold, it is usually within the 50th to 95th percentiles of all peak 
values (Zhao et al., 2021). 

2.3.2. Probability distribution models 
Since no studies on short-term distribution of the forces on the 

connections of floating breakwaters are available, the data retrieved 
form the simulations were fitted using different probability density 
functions (PDFs). The maximum likelihood method was used to adjust 
the parameters of each function. Goodness of fit was achieved by means 
of the normalized root mean square error (NRMSE). The PDFs consid
ered are presented below.  

• Weibull PDF, 

f (x|aWB, bWB)=
bWB

aWB

(
x

aWB

)b− 1

e
−

(

x
aWB

)bWB

(11)  

where aWB is the scale parameter and bWB the shape parameter.  

• Rayleigh PDF, 

f
(
x
⃒
⃒bRay

)
=

x
bRay

2e

(

− x2
2bRay2

)

(12)  

where bRay is the shape parameter.  

• Gamma PDF, 

f (x|aGM , bGM)=
1

bGM
aGM Γ(aGM)

xaGM − 1e
− x

bGM (13)  

where aGM is the shape parameter, bGM, the scale parameter, and Γ the 
gamma function.  

• Generalized Pareto PDF, 

f (x|kGP, σGP, uGP)=

(
1

σGP

)(

1 + kGP
(x − uGP)

σGP

)− 1− 1
kGP

(14)  

where kGP is the shape parameter, σGP, the scale parameter, and μGP, the 
threshold.  

• Generalized Extreme Value PDF,   

Fig. 5. Pierson-Moskowitz PSD used for the irregular sea state simulations.  

f (x|kGEV , σGEV , μGEV ) =

(
1

σGEV

)

e

(

−

(

1+kGEV
(x − μGEV)

σGEV

)−

1
kGEV

)

......

(

1 + kGEV
(x − μGEV)

σGEV

)− 1−
1

kGEV
(15)   
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where kGEV is the shape parameter, σGEV the scale parameter and μGEV is 
the location parameter.  

• Half-Normal PDF, 

f (x|σHN , μHN)=

̅̅̅̅
2
π

√
1

σHN
e
− 1

2

(
x− μHN

σHN

)2

(16)  

where σHN is the shape parameter and μHN is the location parameter.  

• Loglogistic PDF, 

f (x|σLG, μLG)=
1

σLG

1
x

ez

(1 + ez)
2 , (17)  

for 

z=
log(x) − μLG

σLG
, (18)  

where σLG is the scale parameter and μHN is the location parameter. 

2.3.3. 3-H extreme value analysis 
The exceedance probability of a given wave-induced force in a 3-h 

sea-state was found as one minus the cumulative density function (CDF): 

F3h (x)= 1 −

∫∞

0

f (x)n3h dx, (19)  

where f(x) is the PDF fitted to the peak data found from the short- 
duration time series, and n3h is the expected number of peaks in a 3-h 
sea state. The latter parameter was simply obtained as 

n3h = 5.4n, (20)  

where n is the average number of peaks in a short-duration time series, 
which depends on the peak selection criterion and the ratio of 3-h to the 
duration of the simulations analysed. 

In the Most Probable Maximum approach (MPM), the modal value 
(or mode) of the datasets, which has a 63% probability of exceedance, is 
usually considered the design value (Stanisic et al., 2017; Xu and yan
Guedes Soares, 2019; Cheng and Kuang, 2016). Other approaches 

Fig. 6. Time series of wave-induced forces for sea-state 6 found with different seeds.  

Fig. 7. Example of peak selection with the zero-up crossing and Peakd Over 
Threshold (POT) methods. The time series is for sea-state 5 (Hs = 0.85 m, Tp =

6s and θ = 45◦) and Connection C3. 
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consider the 90th percentile of upper values, i.e. 10% probability of 
exceedance (Stanisic et al., 2017). Accordingly, two of the design force 
values in each 3-h sea state were found by solving Eq. (19) for F3h = 0.63 
and 0.10, T0.63 and T0.10, respectively. 

3. Results and discussion 

This section explores the wave-induced forces in the floating pontoon 
breakwater. The simulation results for irregular oblique sea states are 
presented in terms of the peak wave-induced forces on the connections 
between modules, which were fitted to well-established probability 
models. Two different peak selection approaches were applied and 
compared: zero-up crossing and Peaks Over Threshold (POT). Finally, 
the design forces for the 3-h sea states are estimated and discussed. 

3.1. Mesh convergence analysis 

Prior to any analysis, a mesh sensibility analysis was carried out to 
ensure the independence of the results of the mesh. As an example, Fig. 8 
plots the values of the maximum wave-induced force (T) on Connection 
C3, found after simulating Sea State 3 (Tp = 3 s, Hs = 0.85 m, and θ =
67.5◦) with different numbers of mesh elements. As shown, mesh in
dependence is ensured for the element size and number of elements 

(0.30 ± 0.1 m and 16,000, respectively, as in Section 2.2.1) considered. 

3.2. Wave-induced force peaks 

The behaviour of the floating breakwater in irregular oblique waves 
was simulated with the numerical modelling approach described in 
Section 2.2.1. The sea states were defined after combining Tp = 3, 6 and 
9 s and θ = 22.5, 45.0 and 67.5◦ in a common significant wave height of 
Hs = 0.85 m, and modelled with the Pierson-Moskowitz spectrum ac
cording to Eq. (10) (Fig. 5). Each sea state was simulated 20 times with 
different spectral wave phases (seeds) to capture wave randomness. The 
time series of wave-induced forces were retrieved for each simulation 
and for each connection in the array. To guarantee statistical indepen
dence, only force peaks in the time series were considered in the 
following probability analysis. The zero-up crossing and POT methods 
were used for peak selection. The results of these two methods are 
presented and discussed below. 

3.2.1. Peaks selected with the zero-up crossing method 
First, the wave-induced force peaks were selected with the zero-up 

crossing method. From 4,000 to 12,000 peaks were identified for each 
sea state in all 20 repetitions (Table 1). Wave conditions, and in 
particular, the peak period (Tp) and the wave heading angle (θ), 
significantly influenced the forces on the connection. For example, the 
mean force on connection C3 varied from T = 79.7 (Sea State 1, Tp = 3 s 
and θ = 22.5◦) to T = 1260.5 kN (Sea State 9, Tp = 9 s and θ = 67.5◦). It is 
apparent that the forces on the connections increase both with 
increasing Tp and θ in the range of sea states included in this study. 

All the sea states showed a clear unimodal right-skewed distribution 
of wave-induced forces (Fig. 9). The relative standard deviation from the 
mean (RSD) is very similar for all the sea states (Table 1), revealing a 
common pattern, as the distribution spread is independent of wave 
conditions. Similar results were found for all the breakwater 
connections. 

As expected, the range of force peaks varied depending on the po
sition of the connection in the array. An example of force distributions 
on connections C1 (between the two first pontoons) and C3 (between two 
intermediate pontoons) is shown in Fig. 10. The force peak distribution 
is narrower for C1 than for C3, where force values are higher than for the 
other. This result reveals that the intermediate connections (C3, C4, C5 
and C6 in Fig. 3) can withstand higher wave-induced forces than the 
terminal connections (C1, C2, C7 and C8 in Fig. 3). 

3.2.2. Peaks selected using the Peaks Over Threshold (POT) method 
The wave-induced force peaks were selected with the Peaks Over 

Threshold (POT) method considering the 75th percentile of the force 
peaks found with the zero-up crossing method in the section above as the 
threshold. This threshold minimizes the Normalized Root Mean Square 
Error (NRMSE) of fit to the force distributions, as shown in Fig. 11. The 
peak period of the corresponding sea state was used as the time window 

Fig. 8. Results of mesh convergence analysis. The red circle marks the number 
of elements selected. 

Table 1 
Statistiscs of force peaks on connection C3 found with the zero-up crossing method and Peaks Over Threshold (POT) method. Average force (T) ± standard deviation, 
relative standard deviation (RSD) and total number of peaks are included for each sea state.  

Sea state Zero-up crossing Peaks Over Threshold (POT) 

No. Tp [s] θ [◦] T [kN] RSD [%] No. peaks T [kN] RSD [%] No. peaks 

1 3 22.5 79.7 ± 47.1 59 10768 106.9 ± 31.0 29 2692 
2 3 45.0 117.2 ± 69.3 59 11009 158.2 ± 45.1 29 2752 
3 3 67.5 246.0 ± 145.5 59 11503 323.9 ± 99.4 31 2876 
4 6 22.5 99.6 ± 58.9 59 7790 143.2 ± 33.1 23 1729 
5 6 45.0 233.6 ± 138.2 59 7580 318.5 ± 88.0 28 1760 
6 6 67.5 525.5 ± 310.8 59 8205 727.0 ± 191.4 26 1966 
7 9 22.5 105.7 ± 62.4 59 6627 150.6 ± 35.8 24 1229 
8 9 45.0 273.3 ± 161.4 59 5952 379.4 ± 98.3 25 1296 
9 9 67.5 1260.5 ± 739.4 59 9748 1619.4 ± 520.8 32 1481  
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to ensure that consecutive peak values were independent of each other. 
Depending on the sea state, the number of peaks selected with the 

POT method varied from 1,000 to 3,000, corresponding to an average of 
50–150 peaks per simulation (Table 1). Although, as expected, the size 
of the dataset was significantly smaller than with the zero-up crossing 
method, it was still large enough for statistical analysis and data fit 
(Fig. 11). 

The POT analysis showed the values of the wave-induced forces 
(Table 1), confirming the influence of wave conditions and the position 
of the connection in the array. As expected for an extreme value dis
tribution, the shape of the histograms had a single tail (Fig. 9). 

Regarding the spread, the POT method results had a lower standard 
deviation than those found with the zero-up crossing method. None
theless, there were wide differences depending on the sea state. For 
example, distributions corresponding to connection C3 ranged from RSD 
= 23% (Sea State 4, Tp = 6 s and θ = 22.5◦) to 32% (Sea State 9, Tp = 9 s 
and θ = 67.5◦) with the POT method, while RSD is nearly constant at 
around 59% with the zero-up crossing method. 

3.3. Peak data fit to PDF 

The peak force datasets found with the zero-up crossing method and 

Fig. 9. Histograms of force peaks (T) on Connection C3 found with the zero-up crossing (grey) and Peaks Over Threshold (POT) (red) methods for each sea state.  

Fig. 10. Histograms of force peaks selected with the zero-up crossing method and fit to probability density functions (PDFs) for Connections C1 (left) and C3 (right) at 
Sea State 6 (Tp = 6.0 s and θ = 67.5◦). 
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the Peaks Over Threshold (POT) method were fitted to the probability 
density functions (PDFs) defined in Eq. (11) to Eq. (17). The goodness of 
fit of each PDF to each dataset is presented and discussed below. 

3.3.1. Fit of peaks selected with the zero-up crossing method 
Fig. 10 shows an example of fit to the force distributions found with 

different PDFs. Apparently, the Weibull, Rayleigh, gamma and gener
alized extreme value functions are all suitable for fitting the data with 
the zero-up crossing method, while the half-normal, loglogistic and 
generalized Pareto functions are not. 

The goodness of fit of each PDF is shown in terms of the NRMSE in 

Fig. 12. The best fit was usually found with the Weibull distribution with 
an average NRMSE of about 5%. This PDF fits all the sea states except 
Sea State 9 the best. The Gamma and Generalized Extreme Value PDFs 
also had a low NRMSE. The average NRMSE increased to above 15% for 
the half-normal and the generalized Pareto functions, proving them 
unsuitable for this fit. Based on this analysis, the Weibull model was 
selected to fit the force peak data selected with the zero-up crossing 
method. 

Table 2 shows the average parameters of the Weibull distribution 
(Eq. (11)) for the terminal and intermediate connections. The scale 
parameter (aWb) increases with the angle of incidence and the peak 
period. In addition, its value is higher for intermediate connections, 
which agrees with the higher wave-induced forces that these connec
tions are subjected to. The average shape parameter (bWb) varies from 
1.1 to 1.8, regardless of the position of the connection or the sea state 
considered, in accordance with the common pattern previously detected 
in the distributions. 

3.3.2. Fit of peaks selected with the Peaks Over Threshold (POT) method 
The fittings of the force distributions found with the POT for a ter

minal connection (C1) and an intermediate connection (C3) are pre
sented in Fig. 13. The goodness of fit of the PDFs is compared in terms of 
the NRMSE in Fig. 14. In this case the best fit was found with the 
Generalized Pareto distribution, with an NRMSE of 2–3% for most of the 
sea-states and connections. The half normal and generalized extreme 
value distributions also provided a fair fit, while the Weibull, loglogistic, 
Rayleigh, and Gamma functions are clearly unsuitable for fitting the 
extreme force peak distribution found using the POT method. As the 
Generalized Pareto distribution performed better than any other func
tion considered at all sea-states and for all the connections, it was 
selected for the subsequent extreme value analysis of the wave-induced 
forces on the connections. 

The statistics of the Generalized Pareto function parameters (Eq. 
(14)) for the terminal (C1, C2, C7, C8) and intermediate connections (C3, 
C4, C5 and C6) at the different sea-states are shown in Table 3. The 
threshold UGP and scale σGP parameters increased with wave peak period 
and wave heading angle. Since central connections are subjected to 
stronger forces, UGP and σGP were also higher. Shape parameter values 
varied in a range of − 0.1 > kGP > − 0.2, however, it was close to zero at 
Sea State 9. 

Of the two peak selection methods, the overall best fit was found 
when the Generalized Pareto distribution was fitted to data selected 
using the POT method. This approach is therefore recommended for 
fitting the wave-induced forces on the connections of the floating 
pontoon breakwater. 

3.3.3. Design force for a 3-h sea state 
In the sections above, the data from short-duration simulations 

(2000 s) were used to find the peak force distributions on the connec
tions and fit them to the PDFs. Based on previous findings, two ap
proaches were used to estimate the exceedance probability of a given 
wave-induced force during a 3-h sea state.  

• Approach A: Applies the zero-up crossing method for peak selection, 
and fits the data to the Weibull PDF.  

• Approach B: Applies the POT method for peak selection, and fits the 
data to the Generalized Pareto PDF. 

The probability of exceedance of a given force on C3 during a 3-h- 
long sea state (F3h) after applying both approaches is shown at all the 
sea states in Fig. 15. In general, the exceedance distributions found with 
Approach B are skewed more to the right than those found with 
Approach A. It therefore follows that Approach A may underestimate the 
wave-induced forces on the connections. 

The design loads at two different levels of exceedance probability 

Fig. 11. Normalized Mean Square Error (NRMSE) after fitting the force peaks 
selected with the POT method to a Pareto PDF as a function of the threshold 
(expressed as the percentile of force peaks found with the zero-up crossing 
method). The results are for Sea State 3. 

Fig. 12. Average NMRSE between the force peak data obtained with the zero- 
up crossing method and PDF models at the sea states considered. 

Table 2 
Weibull distribution parameters (average ± standard deviation) found for ter
minal (C1, C2, C7 and C8) and intermediate (C3, C4, C5 and C6) connections.  

Sea state Terminal Intermediate 

No. Tp [s] θ [◦] aWb bWb aWb bWb 

1 3 22.5 26.11 ± 4.9 1.6 ± 0.1 45.1 ± 2.3 1.5 ± 0.1 
2 3 45.0 46.85 ± 5.3 1.7 ± 0.1 68.4 ± 3.2 1.6 ± 0.1 
3 3 67.5 96.82 ± 7.2 1.8 ± 0.1 133.3 ± 7.8 1.7 ± 0.1 
4 6 22.5 42.52 ± 4.6 1.7 ± 0.1 66.6 ± 2.7 1.6 ± 0.1 
5 6 45.0 82.22 ± 5.8 1.8 ± 0.1 135.9 ± 2.4 1.7 ± 0.1 
6 6 67.5 143.53 ± 3.8 1.8 ± 0.1 332.5 ± 2.7 1.8 ± 0.1 
7 9 22.5 36.64 ± 4.8 1.6 ± 0.1 69.1 ± 3.2 1.6 ± 0.1 
8 9 45.0 77.43 ± 4.4 1.7 ± 0.1 161.9 ± 3.8 1.6 ± 0.1 
9 9 67.5 289.77 ± 8.9 1.1 ± 0.1 538.5 ± 5.2 1.2 ± 0.1  
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(T0.63 and T0.10, as defined in Section 2.3.3) are summarized in Table 4 
for both approaches. Since the intermediate connections of the array 
were expected to withstand higher forces, those results have been 
selected for discussion. As described above, wave-induced forces 
increased with the wave peak period and heading angle. 

As shown in Fig. 15, Approach B resulted in a higher design force 
than Approach A (T0.63 increased from 74% to 200% and T0.10 increased 

from 17 to 105%, depending on the sea state). The one exception to this 
pattern is conflictive Sea State 9 above. In this case, Approach A yielded 
a slightly higher value for T0.63 and a much higher value for T0.10. The 
poor fits to this sea state with both approaches may be the reason for this 
result. 

With Approach B, the maximum design forces were expected for Sea 
State 9 (Tp = 9 s and θ = 67.5◦), with T0.63 = 879.3 kN and T0.10 = 917.2 
kN, and the minimums were expected for Sea State 1 (Tp = 3 s and θ =
22.5◦), with T0.63 = 79.0 kN and T0.10 = 89.8 kN. As observed, there was 
a significant difference in the wave-induced forces at these two sea 
states. A similar trend was found for the results with Approach A, con
firming the influence of the wave parameters on the design connection 
forces. 

Applying Approach A resulted in much wider differences in T0.63 and 
T0.10 (64–71%, Table 4) than with Approach B (less than 12%). It may 
therefore be inferred that the approach selected for finding the proba
bility of exceedance, i.e. the peak selection criterion and the PDF applied 
for fitting the peaks, has a stronger influence on the design value of the 
wave-induced forces on the connections than the selection of one 
probability of exceedance or another. 

4. Conclusions 

The literature lacks well-stablished recommendations and standards 
for the design of floating pontoon breakwaters, and in particular, the 
connections between modules. This article therefore proposed and 
developed a methodology for defining the wave-induced forces on the 
connections. For this purpose, an array of five floating pontoons 

Fig. 13. Histograms of force peaks selected with the Peaks Over Threshold (POT) method and fit to Probability Density Functions (PDFs) for Connections C1 (left) 
and C3 (right) at sea-state 6 (Tp = 6.0 s and θ = 67.5◦). 

Fig. 14. Average NMRSE between the force peak data found with the Peaks 
Over Threshold (POT) method and different PDF models at the sea 
states considered. 

Table 3 
Generalized Pareto distribution parameters (average ± standard deviation) found for terminal (C1, C2, C7 and C8) and intermediate (C3, C4, C5 and C6) connections.  

Sea state No. Terminal Intermediate 

UGP kGP × 10− 3 σGP UGP kGP × 10− 3 σGP 

1 32.3 ± 5.8 − 159.0 ± 21.9 12.3 ± 2.0 57.2 ± 2.7 − 171.9 ± 8.4 23.4 ± 1.0 
2 57.3 ± 6.4 − 173.2 ± 31.7 21,3 ± 2.3 86.2 ± 4.0 − 178.6 ± 18.7 32.7 ± 1.2 
3 116.4 ± 8.4 − 142.7 ± 18.8 42,8 ± 3.9 162.9 ± 7.7 − 148.7 ± 25.0 60.4 ± 1.6 
4 54.2 ± 5.4 − 182.3 ± 30.2 18,4 ± 2.1 88.1 ± 3.1 − 200.2 ± 24.6 28.7 ± 1.7 
5 102.3 ± 6.9 − 148.7 ± 31.1 33,8 ± 1.8 172.0 ± 2.5 − 173.7 ± 23.8 57.2 ± 1.4 
6 179.0 ± 5.1 − 138.9 ± 20.7 58,6 ± 2.7 406.8 ± 3.0 − 158.6 ± 17.0 134.2 ± 5.1 
7 49.8 ± 6.1 − 140.6 ± 16.8 15,2 ± 2.4 96.9 ± 5.1 − 159.9 ± 45.6 30.1 ± 1.7 
8 103.3 ± 4.1 − 149.7 ± 15.7 30,6 ± 1.3 210.9 ± 2.8 − 153.1 ± 17.7 66.2 ± 2.7 
9 387.1 ± 20.1 27.5 ± 18.9 461,7 ± 38.8 727.4 ± 8.5 − 340.2 ± 31.0 864.1 ± 43.7  
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interconnected by hinged joints and anchored to the seabed with elastic 
mooring lines was analysed. The hydrodynamics and wave-structure 
interactions were solved by a time-domain numerical model for nine 
sea states with different wave peak periods and oblique wave directions. 
The time series found from the short-duration simulations (2000 s) were 
used to calculate the forces associated with different exceedance levels 
during a typical 3-h sea state, which could be considered design wave- 
induced forces. 

Two peak selection methods, zero-up crossing and POT, were applied 
and compared. The best functions for fitting the peak dataset were the 
Weibull and the Pareto, respectively. For the POT method, the 75th 
percentile of the force peaks found with the Zero-up Crossing method 
was considered the threshold, as in general, it provided the best fits. 

The analysis confirmed that not only the wave parameters, but also 
the position of the connection in the floating breakwater is critical to 
wave-induced forces, as suggested in previous publications. At the sea 
states considered, the wave-induced forces on the connections increased 
with peak wave period and obliquity, and intermediate connections 
withstood much higher forces than terminal connections. 

Two approaches were applied and compared for extreme value 
analysis of the wave-induced forces on the connections. 

• Approach A, which applied the zero-up crossing method for the se
lection of peaks and data fit to the Weibull PDF.  

• Approach B, which applied the POT method for peak selection and fit 
the data to the Generalized Pareto PDF. 

Approach A resulted in poorer fit to the force datasets and lower 
wave-induced force design values. Therefore, as Approach A may un
derestimate extreme force values, Approach B is recommended for 
defining the design wave-induced forces on the connections of floating 
pontoon breakwaters. 

Moreover, the differences in design force values found with the two 
methods were greater than the differences found when using one 
probability of exceedance or another (63rd and 90th percentiles). 
Therefore, the application of appropriate peak selection methods in 
combination with a PDF was found to be paramount. 

Summarizing, this article provides guidelines for designing floating 
breakwaters, including a complete methodology for estimating the 
extreme wave-induced forces on the connections, the keystone in the 
design of these structures. Future research should focus on fatigue 
damage to these elements, which may compromise the lifetime of the 
entire structure. 

Fig. 15. Probability of exceedance of a given force (T) in a 3-h sea state (F3h) found with Approach A (zero-up crossing method and Weibul distribution, left) and 
with Approach B (POT method and generalized Pareto Distribution, right) on Connection C3. 

Table 4 
Average design wave-induced force on Connections C3, C4, C5 and C6 for two 
exceedance probabilities.  

Sea state Approach B (Zero-up 
crossing and Weibull 
distribution) 

Approach A (POT and 
Generalized Pareto 
distribution) 

No. Tp [s] θ [◦] T0.63 [kN] T0.10 [kN] T0.63 [kN] T0.10 [kN] 

1 3 22.5 45.5 76.7 79.0 89.8 
2 3 45.0 62.3 104.8 115.5 129.7 
3 3 67.5 107.2 179.7 229.1 264.0 
4 6 22.5 53.4 89.3 110.4 120.8 
5 6 45.0 104.70 174.8 225.0 251.1 
6 6 67.5 233.41 388.4 543.8 613.8 
7 9 22.5 56.8 95.3 128.4 145.1 
8 9 45.0 130.1 217.4 281.0 317.3 
9 9 67.5 1048.0 1817.6 879.3 917.2  
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Investigation of Floating Breakwaters Using Time Domain Boundary Element 
Method. In: Proc. of the 39th IAHR World Congress (Granada, 2022), p. 4383. 
https://doi.org/10.3850/IAHR-39WC252171192022379. 
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