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ABSTRACT This work presents a review of the generalized intersection approach (GIA) for electromagnetic
array antenna beam-shaping synthesis. After briefly describing the mechanics of the classical IA, we show
the extensions to the IA that make the GIA a more powerful algorithm. In short, these improvements consist
in working with the squared field magnitude to improve the convergence properties of the algorithm, and the
use of a general minimization algorithm in the backward projection that allows to extend the scope of the
optimizing variables beyond those directly related to the field at the aperture. Three optimization examples
using the GIA are presented to showcase its capabilities for near and far field synthesis with a variety of
arrays: transmitarray, aperiodic phased-array and reflectarray. Finally, we carry out a literature review of the
IA, including its origin, different flavours, development, extensions and current and future use for antenna
synthesis.

INDEX TERMS Generalized intersection approach, alternate projection method, iterative Fourier technique,
successive fast Fourier transforms, backward and forward projections, array antenna synthesis.

I. INTRODUCTION which can then be used as starting point with other more
Electromagnetic array pattern synthesis is an indispensable powerful iterative approaches.

procedure when non-canonical patterns are required. Exam- However, analytical approaches present limitations when
ples of applications include transmit antennas for direct more complex patterns are required, and thus iterative algo-

broadcast satellite (DBS, also known as direct-to-home or  rithms are employed. The iterative algorithms can be broadly
DTH) [11, [2], [3], [4], [5], [6], [7], local multipoint dis-  classified into two groups depending on how the search
tribution service (LMDS) [8], [9], [10], [11], [12], [13],  space is navigated. On the one hand, there are the local
[14], [15], 5G base stations [16], [17], [18], [19], [20], [21], optimizers, which from one starting initial point, they try

or crosspolar optimization for various applications such as to find a solution by applying local changes to the current
linear-to-circular reflection polarizers [22], multibeam [23]  point. These algorithms usually compute the gradient of a
or DBS [24]. Thus, while classical analytical approaches  cost function to find the direction in the search space to

allow to synthesize collimated beams with certain beamwidth move to the next candidate solution. In addition, the qual-
and side-lobe restrictions [25], [26], more modern analytical ~ jty of the solution strongly depends on the starting point

approaches [27] allow to synthesize shaped-beam patterns, of the optimization. Among the iterative local algorithms
we find the steepest descend [28], conjugate gradient [29],

The associate editor coordinating the review of this manuscript and intersection approach [30], Levenberg-Marquardt (LM) [31]
approving it for publication was Abdullah Iliyasu . or Broyden-Fletcher-Goldfarb-Shanno (BFGS) [32], among
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others. Nevertheless, the steepest descent presents poor con-
verge properties [33], which would make it unsuitable for
the synthesis of array antennas with even a moderate number
of elements. On the other hand, conjugate gradient methods
can be adapted to solve non-linear optimization problems
and are faster than the steepest descent [34], but they tend
to be both less efficient and less robust than quasi-Newton
methods [33], such as the LM and BFGS algorithms. The
intersection approach (IA), unlike the previous algorithms,
is not based on minimizing a cost function, but rather in
finding the intersection between two sets by means of two
alternating projections. This is why in the literature it is also
known as alternating projection algorithm, or APA. When
both projections are implemented by means of the fast Fourier
transform (FFT), it is a very fast algorithm. However, as the
other local search algorithms, it suffers from the problem of
traps or local minima [35].

On the other hand, global search algorithms perform
an exhaustive search and do not depend on the starting
point. They include genetic algorithms (GA) [36], particle
swarm optimization (PSO) [37], ant colony optimization
(ACO) [38], bacterial foraging (BF) [39] or simulated anneal-
ing [40], among others. A subset of the global search algo-
rithms are known as evolutionary algorithms, since they
are based on Darwinian models of biological evolution or
animal behaviour. These include GA, PSO, ACO and BF,
previously mentioned. Since these algorithms perform an
exhaustive search, the starting point is not crucial. In fact,
they usually start with a population of random guesses as
the starting point. Since the search space grows exponen-
tially with the number of variables, it becomes more diffi-
cult to achieve high quality solutions for large arrays with
many hundreds or thousands of elements. In order to try
to overcome this limitation, some hybrid approaches have
been tried, combining local and global search. In any case,
some studies have pointed out that the overall performance
of the different global search algorithms is very similar for
array synthesis [40], [41]. Nevertheless, it seems that for
very large arrays with thousands or tens of thousands vari-
ables, gradient-based local optimizers are the algorithms of
choice [24], [42], [43], [44].

In this work, we present the generalized intersection
approach (GIA) for electromagnetic array antenna beam-
shaping synthesis. The presented framework is based on that
of [35] and particularized for a practical array synthesis
with a fixed geometry. We start by introducing the clas-
sical implementation of the IA algorithm and some of its
limitations in Section II. Solutions to these limitations lead
to the redefinition of the forward and backward projections
and to the GIA, which is described in Section III. Then,
in Section IV we present three examples of application of
the GIA for near and far field syntheses involving different
types of arrays, namely a transmitarray, an aperiodic phased-
array and a reflectarray. Finally, we include a review of the
literature on the IA and GIA in Section V, covering its origin,
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FIGURE 1. Schematic representation of the intersection approach
optimization algorithm. This algorithm is iterative and considers two sets:
the set of fields that can be radiated by the antenna (R), and the set of
fields that comply with the specifications (AM). Starting with an initial
guess (Eg), the algorithm applies two successive operations at each
iteration: the forward projection () and the backward projection (13)
until a solution E* is reached if the two sets intersect (a), or the minimum
distance if the intersection is void (b).

different flavours, development, extensions and current use
for antenna synthesis. Section VI contains the conclusions.

Il. THE CLASSICAL INTERSECTION APPROACH

A. INTRODUCTION

The intersection approach (IA) is a local search iterative
algorithm that, in its classical implementation [30], works
with two sets: the set of electromagnetic fields that can be
radiated by the antenna (set R), and the set of electromagnetic
fields that comply with the requirements (set M). At each
iteration n, the IA performs the following operations:

Evt =B{f|én}], (1)

where E, is the field radiated by the antenna at iteration
n of the algorithm, F is known as the forward projection
and B is the backward projection. The forward projection
projects field E onto the set of radiated fields that comply
with the specifications, but in general cannot be radiated by
the antenna. Meanwhile, the backward projection projects the
radiated field which fulfils specifications onto the set of fields
that can be radiated by the antenna. The aim of the sequence
defined in (1) is to find the intersection between the two
sets, or if that is not possible because the intersection is void,
to find a radiated field belonging to set R whose distance to
the set M is minimal. FIGURE 1 shows a schematic repre-
sentation of this procedure. In addition, with this definition
the IA may be applied to both near and far field synthesis
problems.

The definition of the F and B projections will vary depend-
ing on the type of antenna, constraints applied, etc. [35]. For
the particular case of planar electromagnetic array antennas
considered in this work, one of the advantages of defining the
iteration of the TA as in (1) is that both projections may use
the FFT algorithm to calculate the radiated field from the field
at the aperture (F projection), and to recover the field at the
aperture from the radiated field (B projection). This results
in a computationally extremely efficient algorithm, since the
most expensive operation would be the FFT.
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FIGURE 2. Schematic illustration of the operation performed by the
forward projection in the classical intersection approach: given an
element of set R, (in this case the field magnitude radiated by the
antenna, in black), it projects the field onto set A, obtaining a
“trimmed” field magnitude (in red) that complies with the specifications
(Tinin and Tmax) but that in general cannot be radiated by the antenna.

Before describing both projections, it is worth mentioning
that the radiated field depends on several parameters, includ-
ing the observation point, optimizing variables, etc. However,
in order to alleviate the notation in the algorithm equations
in Sections II and III, the dependencies on these variables
are dropped. Concrete dependence on these variables may be
found in Section IV when applied to specific types of arrays.

B. THE FORWARD PROJECTION

Given an upper bound template denoted as Tpax, and a lower
bound template denoted as Tmin, both given in the far field,
the forward projection at iteration n is given by [30]:

E, |-
Tmax ) E;| > Tmax
Ey
Ep = f{E } - E . 2
" " Tmin _,n , E,| < Twin @
E,
E,,, otherwise.

A schematic representation of this operation is shown in
FIGURE 2. This projection ensures that the field En complies
with the imposed specifications, that is, that it belongs to set
M by complying:

Thin < |Ey

=< Tmax- 3

However, field E,, does not in general belong to set R, i.e.,
it cannot be radiated by the antenna.

C. THE BACKWARD PROJECTION

The backward projection is a multi-step operator. First, the
field at the aperture of the array is calculated. Since we are
dealing with planar arrays, the Fourier transform may be
applied in the form of the fast Fourier transform (FFT):

Eupn = CIFFT{GoE, | *
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where Eypn = (Ely,}. i = 1,....1 is the field at the
aperture of an array comprised of I elements indexed by
i at iteration n of the algorithm, and C; and C, are some
constants that depend on the type of planar array being
synthesized [30], [45].

Second, the backward projection applies some restrictions
on the field at the aperture. For instance, in array synthesis one
may desired to limit the dynamic range of the amplitude or
impose certain phase restrictions [30]. A limit to the dynamic
range of the amplitude between values Eyp min and Eap max 18
imposed as:

Ei
ap,n :
Eap,maxl—» E;llp,n > Eap,max
E:ip,n
El = E! . 5)
ap,n ap,n
P Eap,min T 1 Eellp,n < Eap,min
Epon
ép’n , otherwise,
for each array elementi = 1, ..., . Meanwhile, a limit to the

phase variation of the field at the aperture may be achieved
with:

ZEEl;pyn, Vi/ A¢n,i = A¢max,

LB, = ®)
LEY Vi/ A¢ni > Apmax,

ap,n>

where

A¢ni = |LE]

ap,n

- AE;p,O , 7

ZE;ip,n is the phase of the field at the aperture for iteration n
and array elementi = 1, ..., (when n = 0 it corresponds to
the initial field at the aperture), and A@max is the maximum
allowable variation in the phase. In the case of phased arrays,
reflectarrays or transmitarrays that present a fixed magnitude
of the field at the aperture, this magnitude must be preserved
throughout the synthesis process by imposing the following
constraint:
E;p,n =
fori=1,...,1.
After the field at the aperture has been obtained and restric-
tions to it have been applied as needed, the far field is calcu-
lated again using the inverse FFT:

E;pyo‘ exp { sz;;p,n} , 8)

Euit = GIFFT [ Cafip | )

where C3 and C4 are some constants that depend on the type
of planar array being synthesized [30], [45].

Once the field E,; has been obtained, it is checked
whether it complies with the specifications. If it complies,
the algorithm finishes. If it does not comply, a new iteration
will be carried out applying the same process, first with the
forward projection and the with then backward projection.
Finally, although this process has been illustrated for the
far field, the same procedure may be applied to the near
field by substituting (4) and (9) by the appropriate near field
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equations [46], since the application of the forward projection
and constraints on the field at the aperture remain the same.

D. DRAWBACKS OF THE CLASSICAL IA

However, the implementation of the TA following (1) with
the FFT in both projections presents two main drawbacks.
The first issue is related to the use of the FFT to implement the
backward projection. The FFT allows to recover the field at
the aperture from the radiated field (either near field by using
the representation in terms of its plane wave spectrum [47],
or far field since it is essentially the Fourier transform of
the field at the aperture [48]). This means that only variables
directly related to the tangential field at the aperture may be
optimized, i.e., the complex excitation for arrays (magnitude
and/or phase), or only the phase-shift (for instance in phased-
arrays, reflectarrays and transmitarrays), which limits the
applicability of the synthesis procedure to copolar patterns
and monochromatic cases, since the complete electromag-
netic response of the array element may not be easily included
in the synthesis loop.

On the other hand, the second drawback is the fact that
the IA presents the so-called problem of traps or local min-
ima [30]. They arise due to two reasons: the number of
degrees of freedom (DoF) available and the non-convexity
of the sets R and M. Here we define the DoF as the opti-
mizing variables in the synthesis procedure. This problem
can be alleviated by addressing both sources of local minima.
Firstly, the initial number of DoF can be small and then be
progressively increased in successive stages until all of them
are considered in the synthesis. This reduces the number of
local minima in the first stages to facilitate convergence of the
algorithm towards a solutign. And secondly, if instead of
choosing the radiated field E as in (1) we employ the squared
magnitude of the field, i.e. |f€|2 (or equivalently the gain
G in far field applications, since G |E 12), it turns R
into a convex set [35], which minimizes the number of local
minima in the synthesis process. (Please note that set M is
still non-convex [35].)

Addressing these two main drawbacks leads to the GIA,
which will be described next.

Ill. THE GENERALIZED INTERSECTION APPROACH
A. EXTENDING THE CLASSICAL IA
The GIA redefines sets M and R to employ the squared
magnitude of the radiated field. In such a case, the GIA
performs the following operation:
2
I

2
7‘F{

which is similar to the one in (1), but with the squared field
magnitude. As explained earlier, using the squared field mag-
nitude, R turns into a convex set [35], thus reducing the num-
ber of local minima and improving convergence [49], [50].
However, it has another consequence in the definition of the
backward projection. Since now the squared field magnitude
is employed, the tangential field at the aperture may not be

E, E,

.2
En+l} =B{
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recovered by employing the FFT [24]. In this case, a general
minimization algorithm must be employed in the backward
projection as it will be later described. This in turn allows to
generalize the scope of the optimizing variables, since now
we are not restricted to only work with the tangential field
recovered by the FFT, as it was the case of the TA.

In general, we can consider a set of optimizing variables
Xikn = {xkn € X CR; k=1,...,K}, which are related to
the radiated field through the propagation operator:

- 2
E, =P {}k,n} . (11)

In general, the number of optimizing variables K can be dif-
ferent from the number of array elements / since only a subset
of the elements may be optimized, each element may have
more than one variable, or a combination of the two. Since
this algorithm may be applied to different kinds of arrays, the
optimizing variables can differ in nature. For instance, it may
be the tangential field for classic arrays, i.e., the magnitude
and phase of its excitations [30]; or only the phases in the case
of phased-arrays [31]. In the case of reflectarray antennas,
it would be the reflection phase [51]; the transmission phase
for transmitarrays or lenses [52]; or the surface impedance for
metasurfaces [53]. Geometrical features of the unit cell can
also be the optimizing variables for a direct layout optimiza-
tion [24]. In contrast, the optimizing variables of the classical
IA were the ones directly related to the tangential field at the
aperture, that is, its magnitude and/or phase. Thus, the GIA
generalizes the scope of the optimizing variables, allowing
for instance the direct layout optimization of arrays that is
not possible with the classical IA. An example of this will be
shown in Section IV.

The operator P{-} thus involves any operation that trans-
lates the optimizing variables into the radiated field, and will
depend on the nature of those variables. For instance, if fck’n is
the complex excitation of an array, P{-} would involve com-
puting the array factor. Or if a direct layout optimization is
performed, for instance of a reflectarray antenna as in [24], a
full-wave analysis tool based on local periodicity is employed
to obtain the reflected tangential field, from which the radi-
ated field is then obtained. Since the concrete formulation of
P{-} depends on the type of antenna that is being synthesized
and the considered radiated field (either near or far field),
particular expressions are provided in Section IV for three
different types of planar arrays.

FIGURE 3 shows a schematic representation of the pro-
cess followed by the GIA, where the backward projection
is performed by the Levenberg-Marquardt (LM) algorithm,
although any other minimizing algorithm could have been
chosen [24]. In a generic iteration n, the GIA computes an
element of R by applying (11). Then, it applies the forward
projection F. The backward projection B is represented by a
dashed line since it does not go directly from M to R, but
instead, and using a minimization algorithm (the LM in this
case), searches for a new set Xy 541 such that P {Xx nq1} is
closer to the M set than P {fck,n}. This is represented, for
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FIGURE 3. Schematic representation of the generalized intersection
approach (GIA) optimization algorithm. Similarly to the classical IA, the
GIA considers the same two sets R and M, and applies iteratively the
forward () and backward (1) projections until a solution is reached.
However, there are two main differences: it considers the square
magnitude of the radiated field, |E|2; and now the backward projection is
implemented by means of a general minimization algorithm, here
illustrated by the use of the Levenberg-Marquardt (LM) algorithm. The
‘P(-) operator relates the optimizing variables (belonging to set X’) in the
array aperture with the radiated field.

iteration n by the wavy line denoted with LM" in both the X’
and R sets.

It is also worth mentioning that the GIA is a local opti-
mizer, and thus the starting point for the optimization is of
great importance, since it will determine the quality of the
obtained results. In this regard, the closer the starting point
is to the solution, the better. In [30] it is recommended, for
shaped and contour beam arrays to start with an analytical
phase-only synthesis (POS), and then refine that result with
the application of the (G)IA algorithm. This approach was
used, for instance, in [11], where the analytical POS described
in [27] was used to obtain a suitable starting point for the
IA synthesis. However, it has been shown that starting with
a properly focused beam is a good enough starting point
for a general optimization procedure [54]. In addition, the
covergence properties and computational efficiency of the
algorithm mainly depend, to a great extent, on the definition
of both projections.

In the following, we will briefly review the basic and
generic definitions of the forward and backward projections
as applied in the GIA algorithm.

B. THE FORWARD PROJECTION IN THE GIA
In the GIA, the forward projector is similar to that described
in (2), but applied to the squared field magnitude. Thus, the
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maximum and minimum templates employed in the IA, Trin
and Tax, must be squared to be expressed in the same units
of the squared field magnitude. Then, the forward projection
at iteration »n is given by:

2

2 I 2
Tmax’ E" > Tmax
~ 2 o 12 - 12
En =F n = Trfnn’ En < Tr%lin (12)
- 12 .
E,| , otherwise.

The schematic representation shown in FIGURE 2 serves to
illustrate (12) as well, but changing the field magnitude with
the squared field magnitude.

Although the operation in (12) is the basic definition of for-
ward projection, it is by no means the only possible. Indeed,
the operation in (12) only imposes restrictions on an element
of set R. However, F can involve more operations if a more
complex algorithm is desired. For example, in [24] two for-
ward projections are defined depending on whether the syn-
thesis is carried out in float gain (72, and T2, are adjusted
depending on the value of |1??,1|2 in the current iteration) or
in fixed gain (T2, and T2, have a fixed value regardless of
|E",,|2). Other possibilities are reviewed in Section V.

Please note that despite being only concerned with the
squared field magnitude |E,|?, some applications also require
the optimization of the radiated field phase in addition to
the magnitude. A relevant case would be that of plane wave
generators, in which a quiet zone is generated in front of
the antenna whose near field magnitude and phase need to
comply with certain restrictions, typically 1 dB of ripple in
magnitude and 10° of ripple in phase. In such a case, the
GIA may be extended to include both squared field magnitude
and field phase constraints as in [55]. The application of (12)
for the field phase would be equivalent, provided appropriate
values of the minimum and maximum templates.

C. THE BACKWARD PROJECTION IN THE GIA

In the GIA, the backward projection consists in decreasing
the distance between the new element |}:Vn|2 = F{ |E,, 1} and
set R. This is represented by the 53{-} operator in FIGURE 3.
This is achieved by considering the current radiated field by
the antenna at iteration n, E,;, and decreasing the distance with
its forward projection:

]

-

2
E,

- 12 3
E,| , |En

s

o 2
En«H‘ = B{

fd
7Erl

= decrease dist <

2
). (13)

As a definition of distance in (13), the Euclidean norm for
square-integrable functions can be used, which may be easily
implemented by a weighted Euclidean metric [24]:

s (1= 12 13 |2 22 1= 2)\?
d =dist (En , |E, ):/WQ<E,, — |E, )dQ,
Q Q Q
(14)
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where €2 is the region where the radiated field is calculated
and wgq is a weighting function. For the computation of the
field, the region €2 is discretized into a number of points L.
Then, the integral in (14) can be expressed as:

L
d= Zwl(
=1

where index [/ indicates each of the points where the radiated
field is discretized, and A2 is the step of the discretization.
The expression of the distance in (15) can be easily min-
imized by a general optimization algorithm. For instance,
in [35] a descent method is suggested, in [56] the BFGS algo-
rithm is used, the Fletcher-Powell (FP) algorithm is employed
in [57], and the LM is employed in [24]. In addition, it is
important to notice that it is not necessary to attain the
minimum of (13)—(15), only to decrease the distance [35].
Thus, just a few iterations of the minimization algorithm are
required in the backward projection. For instance, in [24]
and [57] three iterations of the LM and FP, respectively, are
employed each time the backward projection is applied.
This step is represented by the wavy lines in FIGURE 3,
in both the R and X sets. To decrease (15), the starting
iteration of the minimization algorithms considers the current
solution at iteration n of the GIA, i.e., the vector of current
optimizing variables Xx; , and the current squared radiated
field magnitude |E,,|2 = P {J'c'k,,} The “trimmed” field

|Eq|? = F{|E,|?} is considered the reference for this min-
imization. As the minimization algorithm iterates, it trans-
verses the X set of optimizing variables searching for a
radiated field in the R set that is closer to F{ |En |2}.

As it was the case of the classical IA, sometimes it is
necessary to impose certain constraints on the optimizing
variables. The restrictions of (5)—(8) may be also applied to
the GIA by simply identifying X , with some values of Ej, ,,
|Z?;p’ | or ZEE’;p’ ,,» depending on whether the optimizing vari-
ables are the complex excitation of the planar array (i.e., the
field at the aperture), its magnitude, or its phase, respectively.
Moreover, as mentioned before the GIA allows to extend
the scope of the optimizing variables beyond those directly
related to the field at the aperture. A common example is
direct layout optimizations [24], [42], where the geometrical
features of a unit cell are the optimizing variables, such as
the dimensions of a rectangular patch [58] or the length of
dipoles [24]. For the application of this constraint we assume
that the minimum and maximum allowed dimensions are X,
and xmax, respectively. Then, the optimizing variables would
be constrained by:

)
Ey
1

E,

2\ 2
l) AQ, (15)

Xmax, VK /xk,n > Xmax

Xmin, VK /}k,n < Xmin (16)
Xin,  otherwise.

Other restrictions might also apply, for instance if orthogonal

dipoles are used such that they do not overlap with each other

in dual polarized unit cells [24], [59].
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FIGURE 4. Flowchart of the use of the (G)IA. Better results are obtained
using the so-called continuation method: the number of DoF are

increased gradually while imposing tighter and tighter constraints on the
radiated field until a satisfactory result is obtained.

D. PRACTICAL USE OF THE GIA ALGORITHM

The use of optimization algorithms for shaped-beam antenna
design is rarely a straight task. Antenna and radiated field
specifications need to be defined beforehand and then imple-
mented into the optimization algorithm. Moreover, a single
instance of the optimization process may yield subopti-
mal results, especially for applications that require arrays
with hundreds or even thousands of elements with stringent
requirements on the radiated field. A more suitable approach
is then the so-called continuation method [35]: divide the syn-
thesis procedure into several steps, gradually increasing the
number of DoF and tightening constraints until a satisfactory
result is obtained.

This approach is illustrated in FIGURE 4, where at each
stage the GIA is run a variable number of iterations that will
depend on the number of DoF and imposed constraints. It is
the decision of the designer to assess when the GIA, should
have not reached convergence, will be stopped to adjust the
number of DoF and constraints and run it again. Eventually,
given a suitable starting point for each stage, the algorithm
will converge into a suitable solution. Finally, it is worth
remarking that this strategy is not only suitable for the GIA,
but for any optimization algorithm.

E. COMPARISON WITH OTHER ALGORITHMS

As previously mentioned, the GIA arises as a solution to
overcome two limitations of the classical 1A, namely, the
problem of local minima and the limited scope of the opti-
mizing variables. On the one hand, local minima appear since
the optimization problem is not convex, and the IA is a
local optimizer. Although the GIA does not fully solve this
issue, it alleviates this problem by converting one of the two
sets involved in the synthesis into a convex set [35] and by
employing the continuation method illustrated in FIGURE 4.
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On the other hand, the scope of the optimizing variables is
expanded since in the IA only variables directly related to the
field at the aperture could be optimized (magnitude and/or
phase of the field at the aperture of the array), while in the
GIA the optimizing variables are not limited to those, but can
be expanded to the geometrical features of the unit cell. This
opens up the possibility of direct layout optimizations taking
into account the real electromagnetic response of the array
unit cell that was not possible with the classical 1A, allow-
ing, for instance, the crosspolar optimization and/or multi-
frequency optimization. Some examples will be reviewed
in Section V.

Compared with other algorithms in the literature, the GIA
seems to offer better results, at least in the relevant case
of very large arrays comprised of thousands of elements.
First, global search algorithms, such as GA or PSO, have
been widely employed to synthesize all kinds of arrays [36],
[371, [38], [39], [40], [41]. However, these arrays are usu-
ally relatively small, comprised at most of a few hundred
elements. Indeed, since the search space grows exponentially
with the number of DoF (i.e., optimizing variables) and global
search algorithms perform an exhaustive search, it becomes
increasingly harder to achieve suitable results with larger
arrays. Very few studies with limited results are available of
very large arrays, comprised of thousands of elements, opti-
mized by global search algorithms [60]. Another limitation
of this class of algorithms is that they require in the order of
dozens of thousands of iterations to achieve suitable shaped
beams [37], [60]. This in turn limits their applicability since
small increases in the evaluation of the cost function may have
an important impact on their computational efficiency.

On the other hand, local search algorithms such as the
LM [31], BFGS [32] or gradient minimax [42] require far
fewer iterations, although at the expense of the evaluation of
derivatives of a cost function, which is more computationally
expensive. Although the GIA also suffers from this issue
since it employs a general minimization algorithm in the
backward projection, its improved convergence properties
alleviates to a certain extent this issue. Indeed, the GIA has
proven to provide better results when compared with other
algorithms. For instance, the classical IA and GIA are com-
pared in [49] synthesizing an antenna comprised of more than
5000 elements. While the IA fails to provide a solution, pre-
senting a very high ripple in the coverage region, the GIA is
able to provide a suitable solution. The GIA and the LM were
compared in [50] in two cases: a 900-element reflectarray
with a shaped pattern for local multipoint distribution system
and 5180-element reflectarray for direct broadcast satellite
application. In the first case, the GIA is able to offer better
results in fewer iterations than the LM, while in the second
case the LM fails to converge and the GIA successfully shapes
the desired beam. The GIA has also been able to provide
better results than other works in the literature when tackling
the design of a broadband antenna with improved polarization
purity for direct-to-home applications as described in [7]
(compared to the classical IA [61]), and in the design of a
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FIGURE 5. The first scenario consists of a transmitarray for near field
shaping. The objective is to shape the near field radiated by the antenna
in a volume in front of it. To that end, the volume is discretized into
several planes and mask requirements are imposed in all of them.

contoured-beam dual-band reflectarray [44] (compared to the
gradient minimax [6] and the classical A [62], [63]).

IV. EXAMPLES OF APPLICATION
In this section we will show three relevant examples of
application of the GIA to synthesize the radiated field. These
examples have been chosen to showcase a variety of sce-
narios and arrays: a transmitarray for near field coverage,
an aperiodic phased-array with an isoflux pattern to provide
constant power flux in the coverage area, and a reflectarray
with squared-cosecant pattern in elevation and sectored-beam
in azimuth with improved cross-polarization performance.
In the following Subsections, concrete formulations for the
field E used throughout Sections II and III will be given,
either in the near or far field region for the three types of array.
The subscript n indicating a generic iteration of the algorithm
is dropped in order to alleviate notation.

A. TRANSMITARRAY FOR CONSTANT NEAR

FIELD DISTRIBUTION

1) NEAR FIELD EQUATIONS FOR PLANAR

TRANSMITARRAY SYNTHESIS

The first scenario is depicted in FIGURE 5. It is a transmitar-
ray whose near field magnitude is going to be shaped to pro-
vide a wide constant power density within a certain volume
in front of the antenna. The near field model employed in this
case consists in the superposition of the far field generated by
each transmitarray element [64]:

I I

Eni(F) = Y Eni® = Y (EouPd + Epi(P)) . (17)
i=1 i=1

where I is the total number of transmitarray elements, 7

is the observation point, and Ey and E, are the far field

components that may be calculated using the second principle

of equivalence in electromagnetics [48]:

JjkoeIkori '
Ey; = I — (Px,i cos ¢; + Py,;sin <.01) ,
1
k e_ijri
E,i= IR0 cos6; (Px,ising; — Pyicosg;), (18)

2mr;
where ko is the free-space wavenumber, and P,y ; is the
spectrum function of a single transmitarray element i, whose
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subscript x /y indicates the tangential electric field component
according to x and y from FIGURE 5. Each transmitarray
element is modelled as a small aperture with constant field
on it. Thus, the spectrum functions may be written as [65]:

; . kouja\ . kovib
Pyyyi = Eap’x/y ab sinc > sinc > , (19)

where the subindex indicates the tangential component of
the field; u; = sin6f;cosg;, v; = sinf;sing;; a and b
are the periodicity of the transmitarray unit cell in X and y,
respectively. It is worth noting that this near field model based
on the superposition of the far field generated by the array
elements has been widely employed in the literature [55],
[64], [65], [66], [67], [68] and validated through full-wave
simulations with commercial software [64], [65] as well as
measurement of prototypes [55], [66], [67], [68].

For this synthesis, the optimization variables will be the
phase-shift introduced by the transmitarray element, which
is modelled as an ideal phase-shifter. Thus, the field at the
aperture may be approximated by:

apoxsy = XD (/i /y) Eine vy (20)

where ¢; , /y is the phase-shift introduced by the i-th transmi-
tarray element for the appropriate polarization [69], and Ei"nc
is the incident field produced by the feed on the i-th transmi-
tarray element. By using the notation of Section III, we can
identify ¢; for each transmitarray element as the optimizing
variables of the algorithm: X; = {¢;}, withk = 1,...,K,
i=1,...,L, K = L, for a given polarization, either x or
y. Thus, the propagation operator P{-} of (11) in this case
can be described by (17)—(20) plus the squaring of the near
field magnitude calculated by (17). In addition, constraint (8)
is enforced to maintain the same magnitude of the incident
field imposed by the feed.

2) ANTENNA AND FIELD SPECIFICATIONS

The transmitarray is made up of / = 3600 elements in a
regular grid of 60 x 60 unit cells. The periodicity isa = b =
3.84 mm in both directions, which is approximately 0.51¢ at
the working frequency, 39 GHz. The feed is modelled with a
cos? 8 function [70], with ¢ = 22 and placed at a distance of
180 mm using a centered configuration. The antenna aperture
(D) is 230 x 230 mm? (~8942) and the volume where the
field distribution should be constant is a cylinder with radius
175 mm (22.75X¢) and depth 100 mm (13A¢), starting at a
distance z = 550 mm from the transmitarray center. The
requirement is set for a maximum magnitude ripple of 1 dB
within the defined near field volume.

The starting point of the optimization is a far field col-
limated beam pointing towards the center of the volume.
In addition, the optimization will be carried out in several
stages to ease the convergence towards a solution, gradually
increasing the number of optimizing variables. Moreover,
in the first stages of the optimization, only one near field plane
will be optimized, that at z = 600 mm, since the field shaping
will conserve its properties in other planes as well [65]. Then,
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FIGURE 6. Results of the transmitarray near field optimization to achieve
a constant field distribution. Both the starting point and the optimized
field are shown at different planes with constant z in front of the
transmitarray. (a) Main cut for y = 0. (b) Main cut for x = 0.

in the last stages of the optimization two more planes are
added to fine tune the achieved ripple, corresponding to z =
550 mm and z = 650 mm. After the optimization, a total of
five planes within the region of interest will be evaluated.

3) RESULTS

FIGURE 6 shows the main cuts (x = 0 mm and y =
0 mm) of the near field magnitude before and after the
phase-only optimization for five different planes within
the previously defined cylindrical volume. As can be seen,
the optimized near field clearly satisfies the imposed speci-
fications and a constant field distribution is achieved within
the volume. Moreover, the diameter of the coverage area
with a ripple of 1 dB is increased from the 40 mm of the
starting point to the 350 mm of the optimized field. This is
an increment of more than 700%. For each plane, the size
of the area with a 1 dB ripple is approximately improved by
more than a factor of 70. In addition, a side lobe level of
around 16 dB is achieved outside the coverage area. Finally,
FIGURE 5 also shows the achieved circular field coverage in
the plane z = 600 mm.

B. APERIODIC PHASED-ARRAY WITH ISOFLUX PATTERN
1) FAR FIELD OF THE APERIODIC PHASED-ARRAY

The second scenario is shown in FIGURE 7, and it corre-
sponds to a phased-array placed in a satellite in geostationary
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FIGURE 7. The second scenario is of an aperiodic phased-array that
generates an isoflux pattern for global Earth coverage from a
geostationary orbit. To that end, a phase-only synthesis is carried out that
models the element as an ideal phase-shifter, i.e., with no losses and no
cross-polarization. Drawing not to scale.

orbit to provide global Earth coverage by means of an isoflux
pattern. For this case we consider the far field as the array
factor of the aperiodic phased-array as:

1
Eqr =) Ejyexp[j (xike +yiky)] 1)
i=1

where (x;, y;) are the coordinates of each array element, and
ke = uko, ky = vko. For the phased-array the magnitude
of the field at the aperture (|E}1p|) will be constant, and the

optimizing variables will be x; = {ZEel;p}’ k=1,....K,
i=1,...,L, K = L. No constraints will be imposed to the
optimizing variables.

2) ANTENNA AND FIELD SPECIFICATIONS

The aperiodic distribution of the elements is achieved by
following the strategy described in [71], which requires an
initial periodic array. In this case, we consider a periodic
square array of 44 x 44 elements with a periodicity of 0.41¢ in
both directions. The initial excitation follows a raised cosine
distribution. Then, the obtained aperiodic array presents a
uniform excitation (i.e., IEépl = 1,V i) and it is made up
of I = 1444 elements in a grid of 38 x 38. In addition,
the periodicity profile varies between 0.41¢ and 0.6\, which
avoids the appearance of pseudo-grating lobes. The working
frequency is 30 GHz. For the isoflux pattern, specifications
include aripple in the coverage area of 0.2 dB and a maximum
side lobe level (SLL) of —19 dB.

3) RESULTS

For this example, in addition to a gradual increase of the
optimizing variables in subsequent stages, the mask require-
ments are also modified. Starting with an allowable ripple of
0.75 dB, it is decreased until a ripple of 0.2 dB is achieved
in the final radiation pattern. In this way, convergence of the
algorithm is facilitated. FIGURE 8 shows the results for the
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FIGURE 8. Results of the aperiodic phased-array optimization to achieve
an isoflux pattern for global Earth coverage. The starting point for the
optimization was the pencil beam. The optimized isoflux pattern achieves
a ripple in the coverage area of 0.2 dB and a SLL of —19 dB.

optimization of the aperiodic phased-array. The starting point
of the optimization was a collimated beam radiating towards
the center of the coverage area, which corresponds to u =
sin20° = 0.34 (for v = 0). After the phase-only synthesis,
the isoflux pattern complies with the imposed specifications
in both ripple and SLL.

C. DIRECT LAYOUT OPTIMIZATION OF A

REFLECTARRAY ANTENNA

1) FAR FIELD RADIATED BY THE REFLECTARRAY

The third scenario, shown in FIGURE 9, consists of a sin-
gle offset-fed reflectarray with a squared-cosecant pattern
in elevation and sectored-beam in azimuth with improved
crosspolarization performance to provide coverage for 5G
base stations at 28 GHz. Now, we consider the copolar (E¢,)
and crosspolar (Exp) components of the far field given by
Ludwig’s third definition [72]:

Eco =
Exp

sin pEg + cos E,,,

cos pEg — sin E,, (22)

where Ey and E, are defined in (18). For the reflectarray, the
spectrum function takes the form:

I
Pey =K ZEeip,X/y exp [ (xiky + yiky)] . (23)
i=1

where K is a constant:

. k() upa . k() Vi b
K = ab sinc > sinc > . (24)
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FIGURE 9. In the third scenario, a reflectarray antenna layout is optimized
to achieve a squared-cosecant pattern in elevation and sectored-beam in
azimuth with improved cross-polarization performance. This is done by
modelling the unit cell with a method of moments tool, which is directly
employed in the optimization loop in the backward projection.

Please note that now we are calculating the spectrum function
for the whole reflectarray antenna, while in (19) it was done
for a single transmitarray element.

The field at the aperture for each reflectarray element can
be obtained from the incident field imposed by the feed
and the matrix of reflection coefficients that describe the
electromagnetic response of the reflectarray unit cell [73]:

E’ép,x — IO)le p)lcy Eil.l’lC,X (25)
Eapy Py Py ) \ Eine,y

While Ej,. is fixed and imposed by the feed, the reflec-
tion coefficients depend on several parameters: working
frequency, substrate characteristics, periodicity, angle of inci-
dence and unit cell geometric features. From all of these, only
the geometrical features vary, while the rest remain fixed.
In the present case, a unit cell comprised of two stacked
rectangular patches are employed, with dimensions 7, and
Ty, for the top layer, and T, and Ty, for the bottom layer. The
dimensions of the patches will be employed as optimizing
variables. Thus, X = (T}, Ty, T0), T}, i=1,..., 1,k =
1,...,K, K = 4I. Morever, in this case, constraints on Xxj
are imposed, specifically those of (16) so that the dimensions
of the patches are positive and smaller than the periodicity of
the unit cell.

Finally, it is worth mentioning that the reflection coeffi-
cients are computed by the method of moments based on local
periodicity described in [74].

2) ANTENNA AND FIELD SPECIFICATIONS

The considered reflectarray is circular and comprised of I =
912 elements distributed in a regular grid of 34 elements
in the main axes. The periodicity is a = b = 0.5)¢ at
the working frequency (28 GHz) and the feed is modelled
with a cos?6 function, generating an illumination taper of
—14.6 dB. The feed is placed at (—79.3, 0.0, 200.2) mm with
regard to the reflectarray center. The same substrate is used in
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TABLE 1. Summary of the performance for the reflectarray for 5G base
stations regarding the crosspolarization improvement using the GIA for a
direct layout optimization.

CPmax XPmax CPmax'XPmax
After POS 19.6 dBi —6.1dBi 25.7dB
After XP opt. 19.7 dBi —15.7dBi 35.4dB

both layers of the unit cell, with relative permittivity of 3 and a
loss tangent of 0.001, which corresponds to the commercially
available Rogers R3003. In addition, the bottom layer has
a thickness of 30 mil, while the top layer has a thickness
of 20 mil. Regarding the far field specifications, the chosen
pattern for the 5G base station has a 30° sectored beam in
azimuth and a squared-cosecant beam in elevation to provide
constant power flux in an elevation span of 50°.

The process to design this antenna is divided into three
steps, two of which employ the GIA algorithm. First, a POS
is carried out with the GIA to obtain the required phase-shift
to radiate the desired far field. In the second step, a layout
is obtained by adjusting the unit cell geometry to match
the synthesized phases. And third, the layout is optimized
with the GIA to improve crosspolarization performance while
maintaining the copolar pattern requirements. A detailed
explanation of this procedure may be found in [75].

3) RESULTS

The radiation patterns before and after the direct layout
optimization for cross-polarization improvement are shown
in FIGURE 10. It can be seen that the side lobe level is
slightly worse after the crosspolar optimization. However,
this small deterioration in the copolar pattern is compen-
sated by the improvement in cross-polarization performance.
This is assessed by the maximum copolar gain/maximum
crosspolar gain ratio (CPpax/XPmax)- It is defined, in logarith-
mic scale, as the difference between the maximum copolar
gain and the maximum crosspolar gain. TABLE 1 shows
the improvement in cross-polarization performance after the
direct layout optimization. XP,x decreases more than 9 dB
while maintaining the copolar gain and mostly complying
with the specifications, as shown in FIGURE 10.

D. SOME PROTOTYPES DESIGNED WITH THE (G)IA

The three previous examples showcase the capabilities of
the GIA to achieve near and far field shaping of different
types of arrays. Although the examples are based only on
simulations, the (G)IA has been used with success to design
different types of antenna prototypes whose measurements
agree satisfactorily with the prediction of the simulations.
A small selection follows.

A dual-polarization dual-coverage reflectarray for space
applications was design, manufactured and measured in [5]
using the IA to obtain the phase-shift introduced by the array
elements. The produced shaped pattern provides European
coverage in the horizontal polarization, while it illuminates
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FIGURE 10. Main cuts of the radiation pattern at 28 GHz radiated by the
reflectarray for a 5G base station with (a) a squared-cosecant pattern in
elevation and (b) sectored-beam in azimuth. It shows the results for the
copolar and crosspolar patterns after the phase-only synthesis (POS) and
after the crosspolar optimization, both carried out with the GIA. Due to a
symmetry in the antenna optics, the crosspolar level in the elevation cut
is very low and out of range.

the North American east coast in vertical polarization.
Another reflectarray was designed with the IA in [11] to
produce three beams for a local multipoint distribution system
central station antenna in the far field. In the near field,
another prototype was designed in [55] with magnitude and
phase constraints to work as a compact antenna test probe for
5G new radio devices. Two reflectarray prototypes identical
in size were designed using the GIA, manufactured and tested
achieving a good trade-off between the performance and the
low-cost, low losses and low-profile characteristics in [76].
The IA has also been used with success to design a 3D printed
transmitarray with a shaped near field for wireless power
transfer [68]. More examples may be found in the literature
review carried out in Section V.
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V. LITERATURE REVIEW OF THE

INTERSECTION APPROACH

A. THE MULTIPLE NAMES OF THE METHOD

In this work, we have been employing the name of
intersection approach (IA) for the algorithm described in
Sections II and III. However, in the literature it is also known
as alternate projection algorithm (APA) or alternate projec-
tion method (APM). This comes from the fact that the goal
of this algorithm is to find the intersection between two or
more sets, hence intersection approach. To that end, it iter-
atively and alternately applies two projections to find such
intersection, hence the names alternate projection algorithm
or method. A particular implementation of the two projectors
for linear and planar arrays allows the application of the FFT
algorithm for a fast synthesis process. Thus, some authors call
this method iterative Fourier technique (IFT) based on the
application of successive fast Fourier transforms.

B. EARLY DEVELOPMENT OF THE IA

The idea of solving the pattern synthesis problem as the
intersection between two or more sets by using an iterative
algorithm based on alternate projections can be traced back
to the early 1970s to the Russian school [77], as cited in
[78, p. 1018]. In addition, [79] is mentioned in [80] as an
iterative method based on the evaluation of stationary phase
patterns that achieves exactly the same results as the method
of projections [30] if the same starting point is used. The
projection method [77] was later extended to non-uniform
arrays in [81]. Around that time in the early 1980s, Prasad
applied the alternative orthogonal projection algorithm for
the synthesis of null-steering patterns [82], which was later
improved by Kumar [83] and Ng [84] for the null-steering
problem. It was later applied by Poulton for the power pattern
synthesis of contoured-beam arrays [85] and the synthesis of
plane waves in the near field [86].

It was mentioned in [87] that Carroll and Kumar were the
first to apply the FFT algorithm to perform the successive
projections for array pattern synthesis [88]. Their technique
was based on the Gerchberg-Saxton error reduction algo-
rithm [89] for image reconstruction. However, Bucci ef al.
introduced the concept earlier for pattern synthesis [90], [91],
in which the far field at a certain iteration is transformed
with the FFT, then truncated to the source domain (since the
number of points in both domains may be different but the
FFT requires the same number of points in both domains),
and then the far field for the new iteration is obtained again
with the FFT [91].

Nevertheless, it was not until the early 1990s that the
algorithm was popularized by Bucci et al. in a series of papers
[30], [92], [93], [94] where they further developed, improved
and applied the algorithm for array pattern synthesis with
constraints, shaped reflector antennas and reconfigurable
arrays by phase-only control. They later generalized the
methodology in [35] to consider the full synthesis problem
independently of the actual structure of the antenna.
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C. APPLICATIONS OF THE IA IN THE LITERATURE

Since the early days of the intersection approach develop-
ments in its various forms, as described above, many authors
have extended, improved and used the algorithm for the syn-
thesis of several antenna types, mostly arrays. This involves
the particularization of both projections in (1) and (10) to the
considered antenna and its mathematical analysis.

One attractive feature of the algorithm is that, in its
classical implementation [30], [88], the projections are
implemented with the FFT algorithm, resulting in a very com-
putationally efficient algorithm for pattern synthesis. This is
possible since the far field can be obtained as the Fourier
transform of the tangential field at the aperture [48]. Thus,
the IA has found applications for the synthesis of very large
arrays. For instance, in [51] Zornoza and Encinar particu-
larize the IA for very large reflectarray antennas. In order
to improve convergence, they adopt a fictitious reduction of
variables by modifying the illumination taper of the feed
in successive stages. This algorithm was then used for the
design of several very large, contoured-beam reflectarrays for
space applications [5], [62], [95], [96], base stations [11] or
global Earth coverage [97]. Keizer applies the algorithm to
very large arrays for low-sidelobe pattern synthesis of dense
[98], [99], [100] and thinned [101] arrays, to correct for
element failures [102], linear [103] and planar [104], [105]
array thinning. Other works have also tackled the synthesis
of thinned arrays with the TA [106], [107], [108], [109]. The
IA is improved in [110] to include the effect of different
incidence angles on the reflectarray elements in the evalua-
tion of the design curve. To that end, phase and magnitude
curves are precomputed for a few incidence angles and the
backward projector is accordingly modified to take those
curves into account. Some works have employed adaptive
masks to improve convergence [111], [112], where the mask
applied in the forward projection changes its level with regard
to the radiated field at every iteration.

Although employing the FFT in both projections presents
the advantage of computational efficiency, it presents some
drawbacks for advanced array synthesis. On the one hand,
using the FFT in the backward projector to recover the
tangential field at the aperture means that the optimizing
variables will be those directly related to such field, i.e.
the complex excitation in arrays, or phase-shift in phased-
arrays, reflectarrays or transmitarrays. This in turn limits
the optimization to the copolar pattern, since the crosspolar
pattern cannot be properly characterized without the effect of
the real element. On the other hand, it is known that the IA
presents the problem of local minima which mainly depends
on two factors: the number of degrees of freedom employed
in the synthesis and the non-convexity of the sets [35]. The
latter issue may be overcome by considering the squared field
magnitude or gain for a power pattern synthesis, as suggested
in [35]. Both methods (i.e. considering the field magnitude vs.
the squared field magnitude) were compared in [49], where it
was shown that the power pattern synthesis with the squared
field magnitude offers superior results. However, in this case
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the FFT cannot be employed to recover the tangential field
and a general minimization algorithm must be used, penal-
izing computational efficiency in the interest of better con-
vergence properties. This was the methodology followed in
[113] and [114] for the synthesis of conformal arrays and
in [115], [116], and [117] for the crosspolar optimization of
reflectarray antennas along with a MoM-LP for the element
simulation. In those works, the BFGS algorithm is used in
the backward projection.

Due to the low computationally efficiency of using a
general minimization algorithm such as the BFGS and a
MoM-LP tool within the optimization loop, some techniques
have been introduced to improve efficiency of the generalized
IA (GIA). For instance, in [24] the LM algorithm is used in the
backward projection with a technique that allows to minimize
the number of MoM-LP calls in the computation of the Jaco-
bian matrix. Another technique to improve the computational
efficiency is the differential contributions (DFC), which is
based on the linearity of Maxwell’s equations, leading to a
linear dependence between the field in the aperture and the
radiated field (either near field or far field). This in turn allows
to accelerate the computation of the gradient (i.e. Jacobian
or Hessian matrix in the LM or BFGS, respectively) [118].
The MoM-LP tool may be substituted by surrogate models of
the unit cell, considerably accelerating the overal synthesis
process [75], [119]. Alternatively, databases may also be
employed [120].

These techniques were integrated in the GIA in [7] to syn-
thesize a broadband contoured-beam reflectarray with 20%
bandwidth and improved cross-polarization performance for
space applications. In [44] a multi-stage multi-objective GIA
was employed to design a transmit-receive reflectarray, out-
performing earlier works in the literature. Furthermore, the
forward projector may be improved to optimize some figure
of merit other than the copolar or crosspolar patterns in
far field applications. For instance, in [121] it is suggested
to improve cross-polarization performance of reflectarray
antennas by directly optimizing the crosspolar discrimination
or crosspolar isolation parameters. Equivalently, in [44] the
minimum copolar gain at each coverage area is optimized
instead of the copolar pattern in a given u-v region. As a
positive side effect, the optimization of these figures of merit
allows to improve the computational performance of the GIA
by accelerating computations and reducing memory usage.

The previous works have employed the (G)IA for the
synthesis of different antennas in the far field. However,
it can also be employed for near field synthesis. The FFT
can still be applied in this context in both the forward and
backward projectors by expressing the near fields in terms
of their plane wave spectrum [47]. Ettorre et al. follow this
approach for shaping the near field of a radial line slot array
on a plane [122], on a volume [123], as well as the near field
of a metasurface [124]. A similar idea is applied in [125]
to obtain a quasi-constant power density in the near field
using a reflector antenna, in [46] for a plane wave generator
and in [126] for a programmable reflective metasurface to
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emulate real fields. A different and novel approach for the
POS of the near-field in transmitarray antennas consists in
calculating, as an intermediate step, the far field radiated by
the truncated near field after applying the forward projection,
and then recovering the field at the aperture [68]. This process
is repeated until the desired near field is achieved. The GIA
was also applied to the near field synthesis of reflectarray
antennas [55], [127], [128]. A combined near field-far field
synthesis can also be carried out using the GIA framework,
in which constraints are imposed in near fields planes in
addition to far field specifications. This was shown in [129]
for a reconfigurable conformal array, where the functional
was modified to include both near and far field requirements
plus a coefficient to weight the relative relevance of both
fields.

D. FUTURE APPLICATIONS OF THE

INTERSECTION APPROACH

As new antenna applications arise with ever stringent require-
ments, so the use of the (G)IA may be extended to improve
the performance of those antennas. Some recent novel appli-
cations include the extensive research on dual-band dual
circularly-polarized (CP) arrays for high-throughput commu-
nications. Reflectarrays are of particular interest since they
may provide multispot coverage with a smaller number of
apertures in the K and Ka bands [130]. In this regard, the GIA
may be employed to optimize cross-polarization levels in
dual-CP planar [130] or curved reflectarrays [131]. Dual-CP
shaped-beam reflectarrays are also a novel topic that has not
been addressed in the literature yet.

Regarding applications in the near field, intelligent reflec-
tive surfaces are a novel technology that aim at improving
the performance of wireless data transmission systems [132].
In addition to shaping the near field copolar pattern, cross-
polarization improvement in the near field still remains to
be addressed. Moreover, when tackling cross-polarization
improvement over a bandwidth, the surrounding walls may
also need to be included in the optimization procedure to
account for the effects of the scattered field by the wall.
The (G)IA could be employed for this application given its
potential for near field syntheses as shown in this work.

VI. CONCLUSION

We have presented the generalized Intersection Approach
(GIA) as an extension of the classical IA in which the back-
ward projection is implemented by a general optimization
algorithm. The GIA improves the IA in two aspects: it min-
imizes the number of local minima by working with the
squared field magnitude, turning set R into a convex set and
thus improving convergence of the algorithm. The use of a
general optimization algorithm in the backward projection
allows to extend the capabilities of the algorithm, allowing
to expand the scope of the optimizing variables allowing,
for instance, to perform direct layout optimizations, use-
ful to tackle wideband and crosspolar optimization of array
antennas. The versatility of the GIA for array synthesis has
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been shown through a selection of three relevant examples:
a transmistarray for near field shaping, an aperiodic phased-
array with an isoflux pattern and a direct layout optimization
of a reflectarray antenna for copolar and crosspolar optimiza-
tion. Finally, a thorough literature review of the use of the
(G)IA is provided, accounting for the early years of develop-
ment, extensions and improvements in various works to the
backward and forward projection to achieve new features in
addition to current use for the synthesis of different types of
antennas.
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