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A B S T R A C T

This paper presents RUL-RVE, a Python tool for the assessment of Remaining Useful Life (RUL). Physical
systems are normally subject to degradations that ultimately lead to failure, therefore prognostic technologies
are crucial to estimate the lifetime of the system to be monitored. The problem with most existing data-driven
approaches is that they lack an explanatory component to understand model learning and/or the nature of
the data. RUL-RVE is a framework based on recurrent neural networks and variational inference that can
achieve remarkable forecast accuracy while providing an interpretable assessment, which is highly valuable
in real-world environments.

Code metadata

Current code version v0.1
Permanent link to code/repository used for this code version https://github.com/SoftwareImpacts/SIMPAC-2022-58
Permanent link to Reproducible Capsule https://codeocean.com/capsule/4781584/tree/v1
Legal Code License MIT License
Code versioning system used git
Software code languages, tools, and services used python
Compilation requirements, operating environments & dependencies tensorflow>= 2.3.0, matplotlib>= 3.3.4, pandas>= 1.1.5, scikit-learn>= 1.0.2
If available Link to developer documentation/manual
Support email for questions costanahuel@uniovi.com

1. Introduction

Remaining useful life (RUL) is an estimate of the length of time an
item, component, or system is estimated to be able to function accord-
ing to its intended purpose before requiring repair or replacement. It is
considered a key metric in prognosis that helps improve maintenance
schedules and avoid engineering, safety, and reliability failures [1].
This has many real-world applications such as monitoring machining
tools, batteries, turbofan engines, and rotating bearings [2].

Many techniques have been proposed to model the degradation of
these complex systems, from which two currents arise: model-based
approaches and data-driven approaches [3]. The former techniques
usually require extensive prior knowledge about the physical systems,
information that is often not available in practice. On the contrary,
data-driven approaches have become popular in recent years, as they
are able to model degradation features based purely on historical
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records from which the underlying causalities and correlations can be
modeled.

The greater impact has undoubtedly been produced by the use of
Deep Learning models [4] given that the high dimensionality of raw
data obtained from machine health monitoring can be modeled by
methods that are known to perform remarkably well, especially in
Computer Vision and Natural Language Processing (NLP).

Nevertheless, there is a clear gap between most Deep Learning
approaches: although they do achieve very accurate results, models are
usually treated as black boxes where it is not trivial to obtain explana-
tions of the decisions that led the model to predict such outputs [5].
Although the current practice is to dispense with prior knowledge about
the system to be monitored, in the end, these models are designed to
be used by people outside academia. Consequently, it is essential to
provide tools that offer some interpretability of the models’ decisions,
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Fig. 1. Workflow followed in the framework: monitoring data is fed into the encoder, which learns a latent representation based on deterioration patterns in order to build a
graphical map reflecting the evolution of the samples. The regressor learns from such latent space to report numerically the RUL of each sample.

as well as some insights into the nature of the data. In fact, these are
attributes of particular interest, if not demanded, for decision making
in safety-critical applications [6].

RUL-RVE [7] is a framework for the task of accurately estimat-
ing RUL while providing an explainable and interpretable diagnosis.
Its performance was validated on the popular C-MAPSS dataset from
NASA [8]. This dataset contains simulated data of Turbofan engines
produced by Commercial Modular Aero-Propulsion System Simulation
(C-MAPSS), a model-based simulation program. It is composed of mul-
tivariate temporal data obtained from twenty-one sensors and is further
divided into 4 sub-datasets that differ in operating and fault conditions.
RUL-RVE demonstrated that, besides providing a visual assessment of
the rate of degradation in aircraft engines, it can also accurately esti-
mate the RUL, where it outperformed most state-of-the-art approaches
in terms of RMSE. In addition, its application to data belonging to
actual Turbofan engines was also tested to illustrate its performance in
a real-world scenario. The model’s ability to continuously monitor the
useful life of each system makes it possible to detect potential future
anomalies, which translated into significant economic savings for the
company studied.

2. Description

2.1. Workflow

Fig. 1 illustrates the workflow followed to estimate numerically and
visually the RUL. The framework is based on variational inference and
is composed of two neural networks: a recurrent encoder and a regres-
sion model. The encoder learns to compress the sensor monitoring data
to a latent space led by the mean and the variance of an approximated
Gaussian distribution, thus resulting in a 2-D representation in which
input samples are organized based on their deterioration patterns. The
regressor directly influences the training process for obtaining such
representation and can also report explicitly which RUL value is the
one that best represents each sample that is fed to the model.

In short, the user will have two prediction elements: a numerical es-
timation of the RUL and a visual map. This allows to visually assess the
evolution of the input data, as the samples will be placed in areas close
to other samples with similar degradation patterns whose diagnosis is
known, thus making it easy to identify those that degrade more rapidly.
The fact of having a diagnostic system of these characteristics is crucial
for reducing unexpected events to happen because the degradation
speed of the components is modeled so that the acceleration in the
normal degradation speed of a component can be easily detected.

2.2. Implementation

The RUL-RVE model was implemented in Tensorflow 2 [9]. To
introduce variational inference into the loss function, a custom model
was created in which the training and testing steps were overridden.
Also, a regression penalty was included to cause systems with similar
degradation patterns to project into nearby areas of the latent space.
Bidirectional LSTM layers were chosen for the encoder as they provide
not only information about the past but also about the future, allowing
the network to be aware of what the data may look like in its future
stages, which helps it to understand what kind of information to predict
(different stages of deterioration). For the regressor, a simple Feed
Forward network with an intermediate layer with a tanh activation was
implemented.

Additional pre-processing methods are included to deal with the
most common input data, i.e., multivariate time-series, including scal-
ing, smoothing, window framing and data splitting.

2.3. Usage example

In this section, we provide an example of use of the RUL-RVE to
train and test on a given dataset. First, we recommend setting up a new
python environment with packages matching the requirements.txt file
included in the attached Github repository. It can be easily done with
anaconda [10]: conda create –name –file requirements.txt. Another
alternative is to run exactly the same environment under which this
project was made with Docker [11]. A Docker file is provided, which
contains the set of instructions for creating a container with all the
necessary packages and dependencies. The fastest way to set it up is
to download the project from GitHub, open Visual Studio Code editor,
and from the command palette select ‘‘Remote-containers: Open folder
in Container’’. Once the environment is configured, within a few lines
of code (Fig. 2) the framework can be easily used for training and
evaluation.

2.4. Impact overview

Artificial Intelligence research has taken a path in recent years in
which the main focus is established on neural networks applied mostly
to Natural Language Processing (NLP) and Computer Vision, while the
application of some of these powerful algorithms for time series is not
yet fully exploited. In addition, the scalability of these models makes
the computational requirements increasingly higher, which is a major
barrier for most research and industry groups. This is exacerbated by
the fact that despite being incredibly good at some tasks, most AI
models behave as black boxes that are based on feeding an input to
an algorithm that outputs some number or class. However, there are
2
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Fig. 2. Based on a given dataset, the framework is trained and evaluated.

Fig. 3. Gradio demo of the model presented in [7].

any fields where this is not enough and this is where the importance
f explainability comes into play. It is crucial to know in some way how
hese models work internally in order to bring transparency to research
nd provide certain interpretability of the models’ decisions so that they
an be easily used by people of any area outside AI.

RUL-RVE emerges as a solution to these problems: it proposes the
se of a powerful yet lightweight Deep Learning model: an encoder,
mplemented with recurrent networks to deal with the temporality of
he data, that provides an interpretable evaluation of the component to
e monitored. The framework is still young and has been recently pub-
ished [7] so it has not yet been used in any other existing publications,
owever, it can be leveraged both in industry and research.

The tool has already been tested in a real industrial test case for
UL prediction of Turbofan engines. This opens up new opportunities

to apply the model to other industrial problems of similar nature.
Precisely, RUL prediction is present in a wide variety of domains such
as manufacturing, power generation, automotive, or transportation.
RUL-RVE focuses on the interpretability part to facilitate its use by
practitioners in these sectors. The model allows updating the learned
patterns as more data becomes available, which makes the successive
projections of each system on the visual map form an easily guessable
trajectory into the future, something much more valuable than a simple
numerical prediction. Also, the lightness of the model in terms of
memory facilitates its implementation on any hardware with limited
computational capabilities, which is of interest for online monitoring.

On the other hand, since the main value of the tool is to monitor a
system in order to detect possible future failures early enough to make

decisions to expand its lifetime, RUL-RVE can extend its application to
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other contexts. In this sense, the tool is made available to academic
researchers so that they can develop and adapt the model to different
domains such as health or economics, since the system to be monitored
is not limited only to aircraft engines but can also be applied to the
stock market or a pacemaker, to name a few examples.

2.5. Illustrative examples

A demo of the model presented in [7] is available at https://
huggingface.co/spaces/NahuelCosta/RUL-Variational. The user is pre-
sented with the 4 subsets of the CMAPSS dataset, from which they can
choose which engine of the test set they want to know the RUL and
its representation in the latent space. An illustrative example is shown
in Fig. 3. The engine #70 of the FD001 subset is chosen to predict its
RUL and visualize its location in the latent space. The RUL estimate is
106 and the location of the engine (marked with an x) is at the top of
the map, along with other engines with similar RUL values. The area
appears safe, indicating that the engine shows no signs of concern for
maintenance at this time.
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