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Abstract

The development of chemical intuition in photochemistry faces several difficulties which result

from the inadequacy of the one-particle picture, the Born-Oppenheimer approximation, and

other basic notions used to build models. We show herein how real space approaches can

be efficiently used to get valuables insights in photochemistry via a simple example of red

and blue shift effects: the double hypso- and bathochromic shift in the low-lying valence

excited states of (H2O)2. We demonstrate that (i) the use of these techniques allows to

maintain the perturbative language used in the theory of intermolecular interactions even in

the strongly interacting short-range regime; (ii) that it is one and only one molecule that gets

photoexcited in each of the addressed excited states and (iii) that the electrostatic interaction

between the in-the-cluster molecular dipoles provides a fairly intuitive rationalization of the

observed batho- and hypsochromism. The methods exploited and illustrated in this paper

are able to maintain the individuality as well as the properties of the interacting entities in a

molecular aggregate, and thereby they allow to keep and build chemical intuition in general

states, at any geometry and using a broad variety of electronic structure methods.
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geometries and IQA results for all the points throughout the examined potential energy curves.

Ditto for dipole moments and dipole-dipole interaction energies.

Introduction

The creation and control of excited electronic states (EES) in condensed phases has become a

field of paramount importance in modern photophysics and photochemistry [1] with wide-range

technological implications. For example, the design of high efficiency solar cells, [2,3] organic

light-emitting diodes, [4,5] luminescent sensors [6,7] or organic solid-state lasers, [8] should be

based on a proper understanding of the nature of the EES involved in these systems. A

similar situation arises when we try to rationalise relevant photobiological processes, such as

cellular responses triggered by the absorption of a chromophore within a protein. [9,10]

The rational construction of chemically-engineered photoactive media is often faced with

the considerable sensitivity of photoexcitation energies and the subsequent responses of the

electronically species to their surroundings. [11–13] For instance, the protein environment of reti-

nal shifts its first absorption maximum [13–15] with respect to the value measured in gas phase.

Likewise, methanolic solutions decelerate some photoisomerization processes by an order of

magnitude. [16] This circumstance represents both a problem and an opportunity, because if one

can manipulate such environmental energy shifts, ∆E, then whole new windows of innovation

are opened to the experimenter, such as fine-tuning of molecular photoswitches [17–19] or the

development of bioluminiscent compounds for bioimaging. [20–22] There are many cases of such

solvatochromic effects driven by non-covalent interactions in molecular aggregates. We can

mention, for instance, the influence of π stacking in aromatic excimers [23] and DNA, [24], the

solute-solvent interplay which affects the photoabsorption of chromophores in solution [25] or

the important interactions between amino acids and cofactors found in protein-embedded pho-

toactive molecules. [26–28] In particular, hydrogen bonds (HB) can generate noticeable changes

onto the photochemical properties of a molecule or molecular cluster. An HB can ease in-

ternal conversions, [29,30] facilitate photoinduced electron transfers, [31,32] strongly affect metal-

to-ligand charge transfers, [33,34] produce intra- and intermolecular proton transfers [35] or even
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shift the photoabsorption energy by as much as 0.9 eV. [36]

Given this background, we examine herein how hydrogen bonds cause solvatochromic

shifts. More specifically, we consider low-lying EES of (H2O)2 to inquire about the effects of

HBs in photoexcitation energies. The water dimer is a simple archetype for the examination

of such effects. [37] Its two lowest valence excited states 1 1A′′ and 2 1A′ in Cs symmetry are

known to exhibit HB-induced red and blue shifts. [38,39] This effect is usually referred to as a

double hypsochromic and bathochromic shift with respect to an isolated monomer. [37]

On the other hand, these and other phenomena involving EES have over the years been

theoretically described with the aid of sophisticated artillery in the field of computational

photochemistry. [40] The accurate description of EES is, however, far more complicated than it

is for ground states (GS) and therefore much of the effort concerning the theoretical study of

EES has been employed to improve the core methods. Thus, the interpretation toolkit needed

to build chemical insight from electronic structure calculations lags considerably behind in

EES as compared with the GS. Nevertheless, there have been efforts to ameliorate this situa-

tion. For example natural bonding analisys [41] and the local chemical potential [42] have been

used to study phenomena in the excited state. More recently, new tools have emerged, like

the density overlap region indicator, [43] to get chemical insights about electronic excitations,

or other techniques such as the absolutely localised molecular orbitals energy decomposition

analysis. [44,45] or the adaptive natural density partitioning method [46] have been adapted to

its use in the excited state.

These conditions lead to a rather unusual state of affairs. The most accurate methods

of quantum chemistry allows for a precise characterization of potential energy surfaces, in-

cluding diabatic and adiabatic couplings as well as conical intersections. However, no clear

chemical picture of these processes exists. Something similar occurs regarding the batho- and

hypsochromic shifts which conduce to solvatochromism. The community lacks methods to

understand how changes in chemical bonding driven by non-covalent interactions cause blue

and red shifts. This type of knowledge is essential to move forward from calculation to predic-

tion and finally to control the generation and evolution of EES. Hereof, explanations based on

distinct features of molecular orbitals, extremely powerful in ground states, are considerably
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less useful in EES, because electron correlation and multi-configurational character do often

ruin the one-particle picture.

Orbital invariant analyses either in position or momentum space are useful to amelio-

rate this problem. These analyses rely on reduced density matrices (RDMs), [47] which are

essentially quantum mechanical joint probability distributions for electronic n-tuples. All

together, these approaches are known as real space analyses [48] or quantum chemical topol-

ogy (QCT) when restricted to position (or real) space. The QCT toolbox is well-known in

ground states, and it offers chemically meaningful information in terms of atoms, functional

groups, chemical bonds, molecular structure and electron pairs. This information might be

provided, for example, through the quantum theory of atoms in molecules (QTAIM) [48] or

the topological examination of the electron localisation function [49] or other related descrip-

tors. Other approaches within the realm of QCT are (i) energy decompositions, e.g., with the

interacting quantum atoms (IQA) method; [50,51] along with the use of effective one-electron

functions with domain-averaged Fermi holes [52,53] or natural adaptive orbitals, [54] among oth-

ers. However, the application of QCT techniques in the excited state is more scarce. Still, the

QTAIM has been used in the study of the density of EES, [55–58] while the IQA methodology

has been employed in the investigation of the energetic changes of a molecule in electronic

excited states. [59] Moreover, the topology of the source function [60], the stress tensor [61] or the

reduced density gradient [62] have been used to study different phenomena in EES.

Thus, this manuscript not only considers how the HB in (H2O)2 cause the double batho-

and hypsochromic shifts in this system but also shows how new chemical insights about EES

can be obtained from QCT methodologies. Hereof, we have recently put forward a method to

dissect excitation energies computed with the black-box equation-of-motion (EOM) coupled-

cluster singles and doubles (CCSD) approximation into atomic and interatomic contributions

using the IQA formalism [63]. This new approach, denoted as IQA/EOM-CCSD, is particularly

suitable for the examination of EES of molecular clusters such as (H2O)2 because of the size-

consistency of the EOM-CCSD excitation energies. The coupling of this electronic structure

approximation with IQA provides a unique way to detect which atoms and interactions are

activated or depleted by photoabsorption in molecules and molecular clusters.
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Overall, we offer a chemically appealing rationalisation of the blue and red shifts of (H2O)2

due to HB formation while we also highlight how the IQA/EOM-CCSD and other QCT

techniques may yield relevant perspectives in the study of EES. We think that the future

of these methods in photochemistry is brilliant and we expect to show herein some of their

potential.

Computational and Theoretical Methods

Real space methods comprise the link between a computed wavefunction to chemical inter-

pretations by associating spatial regions to chemical objects. This connection is made in the

QTAIM at the atomic level, and R3 is divided into disjoint atomic basins Ω defined by the

topological analysis of the electron density ρ(r). [48] Each basin can be understood as an open

quantum subsystem for which a density operator can be defined. These subsystems are in

a mixed instead of a pure state with a given probability to display a particular number of

electrons even for a general pure state of the global molecular system.

Several fields which are invariant under orbital rotations are either (i) sampled at par-

ticularly relevant points in R3 (usually the critical points of ρ(r) or other scalar function)

or (ii) integrated over the QTAIM basins. The expectation values of Dirac observables 〈O〉
are thus decomposed into additive atomic or interatomic contributions for one-electron and

two-electron operators respectively. We are especially interested in rigorously partitioning

the observables of a molecular complex into contributions attributed to every monomer in

the adduct. The QTAIM is particularly well-suited for that purpose, and it can be used to

assess how a molecular property (e.g. the electric dipole) changes due to the interaction with

another species, or to understand how intermolecular charge transfers take place as described

below.

Regarding the last case, the integral of the electron density over basin A,

〈NA〉 =

∫
A

ρ(r)dr, (1)

provides the atomic population of this basin, which is the statistical average of the number

of electrons in that region, i.e.,

5



〈NA〉 =
∑
n

npA(n). (2)

Here, pA(n) is the probability that basin A contains n electrons. This statistical view of open

systems [64] is useful to understand how a subsystem can maintain its average electron count

upon interaction while the corresponding fluctuation, σ2(NA), becomes non-vanishing. In

other words, the subsystem can be found with different number of electrons that provide the

same value of 〈NA〉 once the interaction with other species has occurred, i.e., the subsystem

exchanges electrons with its interacting partners.

Let us imagine two moieties A and B with NA and NB electrons, respectively, that interact

with each other. We can envision two limiting behaviours. First, an integer number of

electrons, let us say ∆NA, are simply transferred from B to A. In this case, only one probability

in the RHS of equation (2),

pA(NA + ∆NA) = 1, (3)

is non-zero and

〈NA〉 = NA + ∆NA with σ2(NA) = −cov(NA, NB) = 0. (4)

Second, several electrons are symmetrically exchanged between the fragments, so that more

than one value of the probabilities pA(n), are different from zero and there is no change in

the average population, i.e., 〈NA〉 = NA and σ2(NA) 6= 0. These limiting cases are readily

associated with purely ionic and purely covalent bondings in chemistry. Intermediate situa-

tions lead, of course, to polar covalent bonds. We emphasise here that the covariance of the

atomic populations, cov(NA, NB), provides a measure of the number of shared electrons and

therefore of covalency. Indeed,

DI(A,B) = −2cov(NA, NB), (5)

constitutes a real space descriptor of the covalent bond order [65] which provides values equal

to 1, 2 and 3 for ideal models of single, double and triple bonds respectively. Notice that full
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charge transfers (equation (4)) lead to zero covalent bond order.

The partition of the electronic energy is of utmost importance. The IQA [50,51] method of

wavefunction analysis considers QTAIM atoms to decompose exactly all the physical compo-

nents of the electronic energy into atomic and interatomic contributions,

E =
∑
A

EA
net +

∑
A>B

EAB
int . (6)

The net energy of atom A, EA
net, gathers all the intra-atomic energy components, i.e., the

kinetic energy as well as the intrabasin (i) electron-nucleus attraction and (ii) electron-electron

repulsion. On the other hand, the interatomic energy EAB
int comprises all the pairwise additive

interaction energies between all particles in basin A with those in basin B. [50] Because the

QTAIM atoms can be joined to form composite basins that describe functional groups or

molecules in molecular aggregates, the IQA net and interaction energies can equally well refer

to any fragment or pair of moieties within the system. The interaction energy between two

atoms or group of atoms can be further split into a term depending only on the average

number of particles within a basin (as measured locally via the electron density) and another

considering electron correlation. These terms are respectively called the IQA classical and

exchange-correlation components, [51] and they fulfil the relation

EAB
int = EAB

class + EAB
xc . (7)

The first term in the RHS of equation (7) describes the classical Coulombic interaction among

a set of classical charges, and thereby it indicates ionic behaviour. The second term is non-zero

when electrons are dynamically exchanged, which is the distinctive feature of covalency.

The consideration of the simplest molecule, H +
2 , is useful to illustrate the meaning of the

above-discussed indicators. The electron of the system has a probability equal to 1/2 of being

found in each atom. Therefore and according to equation (2), the average electron count per

atom is

〈NA〉 = 〈NB〉 =
1∑

n=0

npB(n) = 1/2. (8)
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Thus, there should be a classical Coulombic repulsion between the two half electrons equal

to 1/(4R) at large internuclear distances R. The electron-nucleus attractions (twice −1/2R)

and the nuclear repulsion (1/R) cancel each other in this regime and hence,

EHH
class =

1

4R
when R→∞. (9)

The interaction energy must vanish, EHH
int = 0, at long range and then equations (7) and (9)

imply that

EHH
xc = − 1

4R
when R→∞, (10)

which is a term that originates from the fluctuation of atomic populations. Such fluctuation

in the atomic number of electrons gives rise to covalency whose associated bond order is given

by formula (5),

DI(H,H) = −2cov(NA, NB) = −2 (〈NANB〉 − 〈NA〉〈NB〉) = 1/2. (11)

The term 〈NANB〉 vanish in the former equation because there is only one electron in the

system and expression (8) is utilised. The covalent energy becomes in this way −DI/(2R) in

consistency with equation (10). This contribution is the first order term in a Taylor series

expansion of EAB
xc , [66] and provides a vivid link between electron sharing, bond orders, and

covalent energies.

Results and discussion

Our basic premise in this work is that QCT may be an useful tool to uncover how intermolec-

ular interactions affect excitation energies in molecular clusters. As a first step to understand

the effects of the HB on the excitation energies of (H2O)2, we briefly review the QCT picture

of the changes undergone by an isolated water molecule when it is promoted to its first valence

EES. Figure 1 shows the atomic basins of the three atoms of H2O in the S0 and S1 states.

The basins are separated by zero-flux interatomic surfaces. There is clearly an important

redistribution of ρ(r) when H2O is excited from S0 to S1. We note that the electron density
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Figure 1: Excitation energy associated to the process S0 → S1 in the water monomer (left), interatomic

surfaces (center), and dipole moments (right) of the S0 and S1 states of the H2O molecule.

which is mainly localised in the region corresponding to the lone pairs of the molecule in the

GS, is displaced to the hydrogen basins away from the oxygen atom upon excitation. As

shown in the right part of Figure 1, this electronic rearrangement leads to an inversion in the

molecular dipole moment, a condition which will play a determining role in understanding

the hypso- and bathochromic shifts of (H2O)2 addressed in this investigation.

The local energetic effects of the S0 → S1 transition in the H2O monomer are summarised

in Table 1. We note that |EH···H
int | becomes smaller as a consequence of this process. This

reduction results from the covalent (EO−H
xc ) and the ionic (EO−H

class ) components of the O−H

interaction. Both contributions decrease in magnitude in virtue of the S0 → S1 excitation,

althought the reduction in the absolute value of EO−H
class is substantially larger. The reduction

in |EO−H
xc |, the covalent contribution of the O−H bonding, contrasts with the increase in the

delocalisation index of this interaction, ∆DI(O,H) = 0.033, as seen in the first row of Table

1. Despite the close connection between DI(A,B) and EAB
xc , the greater DI in the excited

state does not indicate a rise in covalency, but points instead to a increase of the zwitterionic
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Table 1: QTAIM descriptors and components of the IQA partition energy for the singlet ground (S0) and the

first excited (S1) states of the water molecule. Atomic units are used for the QTAIM indicators and eV for

the IQA analyses.

S0 S1

DI(O,H) 0.601 0.634

DI(H,H) 0.021 0.146

qO −1.166 −0.884

qH 0.583 0.441

IQA energy decomposition

EO
net −2035.29 −2034.10

EH
net −8.05 −7.70

EO−H
int −13.92 −10.91

EO−H
class −8.68 −6.44

EO−H
xc −5.24 −4.47

EH···H
int 3.71 3.18

EH···H
class 3.78 3.49

EH···H
xc −0.07 −0.31

character of the interaction. [63,67] The decrease of |EO−H
class | is easier to explain: the transfer of

electron density from the oxygen to the hydrogen atoms reduces the values of |qO| and |qH|,
which results in a reduction of |EO−H

class |, the classical (ionic-like) contribution of the O−H bond

energy. These energetic footprints accompany the dipole inversion of the S0 → S1 excitation

of the H2O molecule (Figure 1).

We briefly mention that the interaction between the hydrogen atoms in the water monomer

also reflects the changes in its electronic structure after photoexcitation, although the alter-

ations in the H···H interaction are considerably less pronounced than those suffered by the

O−H bond. There is a diminished repulsion between the hydrogen atoms due to the increase

of electron density in their basins and the correspondingly smaller qH values in the S1 EES

with respect to S0. This change in the repulsion of H atoms within the H2O molecule is re-

flected in the decrease of EH···H
class following the S0 → S1 excitation of the water monomer (Table
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1). Likewise, the exchange-correlation component of the H···H interaction, EH···H
xc , becomes

marginally more stabilising in the excited state.

To summarise, out of the ≈ 7.41 eV computed excitation energy, 2.89 eV are associated to

intra-atomic phenomena (1.60 eV come basically from the change in the charge of the oxygen

atom) and the rest are related to the weakening of the O−H bonds. The photoexcited H2O

molecule is less strongly bound than its in its GS, a statement which matches the molecular

orbital description of electronic excitations.

Photoexcitation energy shifts in (H2O)2

Now that we have some real space understanding of the changes occurring to the water

molecule upon excitation, we focus our attention on the addressed 2 1A′ and 1 1A′′ EES of

(H2O)2. Figure 2 shows the excitation energies of this cluster as a function of the O···O
distance for these two EES. Because of the size-consistency of the EOM-CCSD method, the

excitation energy of the two states equals that of the water monomer at long O···O distances

as expected. However, as the two H2O units get closer and interact by means of an HB to form

the dimer, a splitting of the two degenerate states takes place leading to the commonly referred

double red and blue shifts of the water dimer. The 2 1A′ and 1 1A′′ EES are respectively blue-

and red-shifted with respect to the S0 → S1 excitation of the H2O monomer.

Because one can rigorously isolate the two interacting water molecules in (H2O)2 within

the theoretical framework of QTAIM, we are offered the possibility to examine the effects of

photoexcitation locally. In other words, we can determine how the HB donor and acceptor

molecules within (H2O)2 are affected in each EES by virtue of photoexcitation. We first

analyse descriptors related to the electron distribution to consider the different components

of the excitation energy afterwards.

Table 2 gathers the values of the atomic charges in the ground and the first vertical two

singlet EES of (H2O)2 at the S0 equilibrium geometry. We find an electron transfer of 0.018 e

from the HB acceptor to the HB donor in the GS of the water dimer (left of Figure 3) as a

natural consequence of this interaction in the system. There is a similar circumstance for the

2 1A′ EES: 0.021 e are removed from the HB acceptor to the HB donor as shown in the middle

of Figure 3. Nevertheless, the situation changes for the 1 1A′′ EES, in which the electron flow
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E
x
ci

ta
ti

on
en

er
g
y

(e
V

)
2 1A′ 1 1A′′

Figure 2: Excitation energy curves of the 2 1A′ and 1 1A′′ states of (H2O)2 in the Cs configuration as a function

of the O···O distance. The figure also shows the atomic labels used for further discussion in the paper.

is reversed. The right of Figure 3 displays an electron transfer of 0.09 e from the HB donor

to the HB acceptor in the 1 1A′′ state of (H2O)2. The charge transfer in the last-mentioned

state of the water dimer is thus considerably affected.

The atomic charges of both H2O units in the S0 water dimer are similar to those found

in the isolated GS monomer. Thorough rationalizations about the significance of QTAIM

charges in HB formation have been previously reported and will not be reviewed here. [68] We

0.018 e 0.021 e 0.091 e
e− e− e−

2 1A′S0 1 1A′′

Figure 3: Intermolecular charge transfer diagram in (H2O)2 at the S0 equilibrium geometry for its ground

and its two first singlet electronic excited states in the Cs point group.
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Table 2: Atomic charges within the water dimer in both the ground state and the first singlet excited states

of (H2O)2
† The last column is the delocalisation index (DI) between the two H2O units of the dimer, and the

values in the row below each excited state indicate changes with respect to the ground state.

Atomic charges

H-bond donor H-bond acceptor

State qO2 qH3 qH4 qO1 qH5 DI

GS −1.215 0.627 0.570 −1.170 0.594 0.137

2 1A′ −1.166 0.560 0.585 −0.861 0.441 0.194

0.049 −0.067 0.015 0.309 −0.153 0.057

1 1A′′ −0.903 0.704 0.290 −1.266 0.588 0.344

0.312 0.077 −0.280 −0.096 −0.006 0.207
† The qO (qH) atomic charges in the S0 and S1 states of the H2O molecule are −1.166 (0.583) and −0.884 (0.441), respectively

in accordance with Table 1.

merely mention that these explanations rely on the molecular polarization induced on each

monomer by the electric field created by its interacting partner.

This similarity is broken in the EES, where considerable differences between the HB accep-

tor and HB donor appear, on top of those brought about by the hydrogen bond (Table 2). The

QTAIM charges uncover that it is only one of the two molecules that gets excited upon pho-

toabsorption of the dimer, and that this molecule is different in the 1 1A′′ and 2 1A′ EES. The

atomic charges of the HB acceptor in the 2 1A′ state resemble those of the S1 H2O molecule

while the HB donor mirror those of the GS as revealed by the first two lines of Table 2 and the

upper part of Table 1. The situation is reversed in the 1 1A′′ EES. This closeness of QTAIM

charges is evidenced by the fact that the oxygen atom of an isolated water molecule losses

about 0.28 electrons as a result of the S0 → S1 excitation (third row of Table 1) while those

of the HB acceptor in the 2 1A′ EES and the HB donor in the 1 1A′′ state are each deprived

of 0.31 electrons (last and antepenultimate row of Table 2) with respect to the corresponding

atoms in GS. The blue shift in the 2 1A′ EES is related to a photon being absorbed by the

HB acceptor whereas the red shift in the 1 1A′′ EES corresponds to a photoexcitation of the

H-bond donor.

We get further relevant information after considering the IQA partition. Each of the
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0.44 eV

7.71 eV
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Figure 4: Deformation energy (with respect to the isolated monomer in the ground state) of the two water

molecules in the the 1 1A′′ (left) and 2 1A′ EES (right) of (H2O)2 at the S0 equilibrium geometry. The total

interfragment interaction energy is also shown for completeness. The S0 → S1 excitation energy in water is

7.41 eV. The data are reported in eV.

molecules suffers a change in its net energy (i.e. they are subject to a deformation energy) as

well as an alteration in their interaction on photoexcitation. We consider first the deformation

energy of each fragment, EA
def = EA

net − EA
net,0, viz., the change in the net energy with respect

to that in the isolated H2O molecule in its GS. The values of EH2O
def of the HB donor and HB

acceptor in the GS of (H2O)2 are 0.41 eV and 0.28 eV respectively. As shown in Figure 4, the

deformation energy of the HB donor in the 2 1A′ EES and the HB acceptor in the 1 1A′′ EES

are close to those found in the GS dimer. The values of EH2O
def for the interacting partner in

both states is much higher and they resemble the value of the S0 → S1 excitation energy of the

water monomer, i.e., 7.41 eV. We then have a slightly distorted and a photoexcited monomer

in the 1 1A′′ and 1 1A′′ EES of (H2O)2. Tables S19–S21 in the ESI show that EH2O
def for the GS

monomer and EH2O···H2O
int converge to zero as the intermolecular distance is increased. Ditto

for EH2O
def of the photoexcited fragment, which approaches the S0 → S1 excitation energy of

the monomer when RO···O tends to infinity.

The dissection of the intermolecular IQA interaction energy for the ground state, 1 1A′′

and 2 1A′ EES of (H2O)2 is displayed in Figure 5, which contains the basic rationale for the

understanding of the double hypso- and bathochromic shifts in (H2O)2. EH2O···H2O
int takes a

value of −0.96 eV in the GS, which corresponds roughly to 25 % ionic (−0.24 eV) and 75 %

covalent (−0.72 eV). The total deformation of the two fragments (0.68 eV) compensates much
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of the covalent term, an observation which allows an electrostatic interpretation of hydrogen

bonding. The 1 1A′′ state was previously identified with an HB donor excitation. This EES

presents an enhanced intermolecular interaction energy of−1.80 eV, which is almost twice that

computed for the GS. As indicated in the bottom-left part of Figure 5, this increase in the

magnitude of the IQA interaction energy comes from both the exchange-correlation (−1.17 eV)

along with the classical (−0.64 eV) components and it can be rationalised as follows. The

atoms with the most negative and most positive charge in Table 2 are respectively the oxygen

of the HB acceptor and the H atom involved in the HB of the 1 1A′′ EES. These atoms have

the closest intermolecular contacts and hence the increase of the magnitude of their charges

with opposite signs will result in a more stabilising value of EH2O···H2O
class . On the other hand,

the rise of |EH2O···H2O
xc | in the 1 1A′′ EES with respect to GS is consistent with the increase of

the intermolecular DI between monomers as a result of photoabsorption as indicated in the

last column of Table 2.

Contrariwise, the intermolecular interaction energy in the 2 1A′ EES decreases with re-

spect to that in the GS dimer, and now the corresponding changes in covalent (EH2O···H2O
xc )

and ionic (EH2O···H2O
class ) contributions have opposite signs (top-right part of Figure 5). The

exchange-correlation term (−0.8 eV) exhibits a slight increase in magnitude in regard to the

corresponding value in the S0 state The exchange-correlation term (−0.8 eV) exhibits a slight

increase in magnitude in regard to the corresponding value in the S0 state (−0.72 eV). But

more importantly, the classical component changes from attractive (−0.24 eV) to repulsive

(0.19 eV) as a result of photoexcitation. Once again, this change of the classical component

of the interaction energy can be understood on the basis of the atomic charges reported in

Table 2. The oxygen of the HB acceptor and the H atom entailed in the H-bond in the 2 1A′

EES become respectively less negative and less positive with respect to the same atoms in

the GS. This condition contributes to the desestabilising nature of EH2O···H2O
class in this EES.

As a matter of fact, the oxygen of the HB acceptor in the 2 1A′ EES is considerably the less

negative O atom in Table 2. This situation is opposite to that occurring in the 1 1A′′ EES

discussed above.

Figure 6 shows the differences in the intermolecular interaction energy components for
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Figure 5: (Left) Components in the intermolecular IQA interaction energies in the 2 1A′, S0 and the 1 1A′′

states of (H2O)2 at the ground state equilibrium geometry. The states are arranged in a descending order of

EH2O···H2O
int (indicated in purple) from top to bottom. (Right) Change in these contributions for the the 2 1A′

and the 1 1A′′ excited states with respect to the ground state. The data are reported in eV.

the 2 1A′ and 1 1A′′ EES of (H2O)2 with respect to those of the S0 state as a function of

the O···O distance. As expected, there is barely any difference between the two states at

large O···O distances. When the two H2O units approach each other, the values of ∆Eint for

both EES follow a pattern very similar to that of excitation energy shown in Figure 2, i.e.,

∆E2 1A′
int increases while ∆E1 1A′′

int exhibits the opposite behaviour. Regarding the exchange-

correlation term of the interaction energy, we observe that ∆E1 1A′′
xc is more negative than

∆E2 1A′
xc in the whole range of O···O distances. On the other hand, the classical terms behave

very differently: ∆E2 1A′
class is always positive while ∆E1 1A′′

class starts being small and positive at

large O···O distances, reaches a maximum at around 5 Å and then becomes large and negative

for shorter O···O distances. We can better understand this behaviour via a simple classical

model for the interaction between the water monomers in the investigated electronic states

of (H2O)2 based on their in-the-cluster dipole moments as described below.
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Figure 6: Differences in the IQA intermolecular interaction energies of the 2 1A′ and 1 1A′′ excited states of

(H2O)2 with respect to the corresponding values in the ground state.

Hypsochromic and bathochromic responses of (H2O)2 as a result of two interacting molecular

dipoles

Thanks to the above-mentioned real space analysis, we can rigorously use all the tradi-

tional tools available in the theory of intermolecular interactions to follow the evolution of the

excitation energies at any intermolecular distance regime. The chemical community has de-

veloped much of their intuitive understanding of intermolecular interactions in the long-range

regime, wherein symmetry adapted perturbation theory (SAPT), [69] or even the polarization

approximation can be used. Intermolecular interaction energies are considered as the result

of first order electrostatic and exchange-repulsion effects, and second order induction and dis-

persion contributions. The electrostatic component can be further partitioned via multipolar

expansions. Of course, this successful perturbation framework is built from unperturbed,

isolated molecular descriptors (e.g. molecular multipole moments and polarizabilities) and it

breaks apart at short range, where perturbation theory cannot be applied anymore and the

unperturbed molecular picture is not applicable. The properties of interacting molecules can
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notwithstanding be recovered at long and short ranges on the basis of QCT. We now show

that much of the traditional insights about multipole-multipole interactions are still operative

at short-range when we use the perturbed, in-the-cluster multipoles instead of those of the

isolated species.

Let us then consider a minimal working model of the water dimer which corresponds to

that of two interacting dipoles. For this purpose we recall the explicit expression [70] for the

interaction energy between two dipoles, UµAµB ,

UµAµB =
R2µA · µB − 3(µA ·R)(µB ·R)

4πε0R5
, (12)

where µA and µB represent the dipole moments of units A and B, respectively, and R is

the intermolecular distance vector. The molecular multipoles of each fragment can be defined

unambiguously in the QTAIM once appropriate reference frame origins are chosen for each

of them. We have use the näıve center of mass of each molecule. Since the fragments are

slightly non-neutral, we warn that all non-monopole multipolar interaction terms are origin

dependent, although their sum is not (in the case of convergence). We can obtain in this way

the dipole-dipole contribution of the two interacting molecules.

Figure 7 shows that UµAµB is attractive at all O···O distances in the ground state. Since

the excitations which conduce to the 2 1A′ and 1 1A′′ EES of (H2O)2 is accompanied by the

inversion of the dipole of the HB acceptor or donor respectively, we observe a hypsochromic

effect for both EES at large O···O distances (right part of Figure 7). As the two H2O units

approach each other, the repulsion slightly increases for both excited states (region between

long-range and mid-range in Figure 7). The interaction gets more complex for O···O distances

in the short-range regime: the dipole-dipole interaction for the 2 1A′ state becomes more

repulsive while that corresponding to the 1 1A′′ state turn into attractive.

Most interestingly, the dipole-dipole interaction follows closely the changes in the total

electrostatic (classical) interaction shown in Figure 6. Moreover, the evolution of the dipole-

dipole term is sufficient to explain qualitatively the hypsochromic and bathochromic effects

of Figure 2. Despite the relevance of the exchange-correlation (covalent) contribution, the

interaction in the examined electronic states of the water dimer can be understood in terms
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Figure 7: Intermolecular dipole-dipole interactions for the ground state and the 1 1A′′ and 2 1A′ EES of the

H2O dimer.

of dipole-dipole electrostatics, in a very similar fashion to the Buckingham-Fowler model. [71]

As expected, the molecular in-the-cluster dipoles of the interacting water molecules in

the 1 1A′′, 2 1A′ and S0 states of (H2O)2 change with the intermolecular distance. Figure

8 schematise the dipoles and the attractive or repulsive character of their interaction, at

three selected O···O distances in the short-, mid-, and long-range regimes. The ground state

(bottom of Figure 8) presents an attractive head-to-tail configuration in consistency with the

corresponding potential energy curve of Figure 7. The dipolar electric fields of the HB donor

and HB acceptor in the S0 state of (H2O)2 reinforce the molecular dipoles upon interaction,

in agreement with our standard knowledge of molecular polarization in hydrogen bonds. The

magnitude of the interacting dipoles significantly increases as the intermolecular distance

decreases: |µ| rises 11 and 5 % for the HB donor and HB acceptor respectively, when going

from the isolated monomers to the equilibrium geometry in the S0 state of (H2O)2 (see Tables

S22–S25 in the ESI). The situation changes completely when photoexcitation occurs. We

start by considering the dipole inversion in the long-range regime of the HB donor and the
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states of the water dimer at the O···O distances of 10 Å (left), 5 Å (center), and 2.0 Å (right).

HB acceptor in the 1 1A′′, 2 1A′ EES respectively as shown in the left part of Figure 8. This

observation reinforces the idea that it is the HB donor that gets excited in the 1 1A′′ EES

of (H2O)2. Ditto for the HB acceptor in the 2 1A′ EES of the water dimer. The resulting

head-to-head (in the 2 1A′ EES) and tail-to-tail (in the 1 1A′′ EES) are clearly repulsive.

In other words, photoexcitation leading to the 1 1A′′ and 2 1A′ EES of (H2O)2 results in a

destabilising electrostatic interaction at long intermolecular distances. When the molecules

get closer, polarization leads to a dipole moment enhancement, as it occurs in the S0 state.

Regarding the 1 1A′′ EES the dipole of the HB donor not only increases, but it also undergoes

a crucial rotation that leads to a clearly attractive dipole-dipole configuration as the O···O
distance decreases. The character of the interaction changes from destabilising to stabilising

at about RO···O = 4.4 Å. We underscore that the two water molecules respond very differently

in the 1 1A′′ EES of (H2O)2 when the two fragments approach each other. Only the dipole of

the HB donor, i.e. the photoexcited monomer in the 1 1A′′ state, suffers a dramatic change.

Its magnitude is increased by 120 % at the S0 equilibrium geometry as opposed to that of
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the HB acceptor which is raised by only 5 %. This general phenomenon of dipole moment

enhancement is observed not only in the S0 and 1 1A′′ states of the water dimer but also in

condensed phases, and it is of paramount importance in the tailoring of non-linear optical

properties in molecular crystals. [72]

The dipole moments of the monomers in the 2 1A′ EES change much less with RO···O as

compared to those in the 1 1A′′ EES. There is essentially no rotation of any of these vectors

and their magnitude change respectively by −0.1 and 8.0 % for the HB donor and HB acceptor

from the long range regime to the S0 equilibrium geometry. We hypothesise that the excitation

of the HB acceptor in the 2 1A′ EES of (H2O)2 heavily modifies the lone pairs of the acceptor

oxygen, impairing the formation of the HB at any distance. This situation is to be contrasted

with that of the 1 1A′′ EES wherein the HB accepting lone pair is not severely affected by

photoexcitation, and the electron structure of the donor molecule readapts until a favorable

interaction takes place. This possibility should be explored in larger clusters.

To summarise, photoexcitation drastically alters the interaction between the two H2O

units in the dimer as compared to that in the ground state. In the latter, the dipole-dipole

configuration is attractive with a relatively constant orientation throughout the whole poten-

tial energy curve. The inversion of the dipole moment in the HB acceptor molecule in the

2 1A′ EES of (H2O)2 results in a sustained repulsive interaction, that explains the observed

hypsochromic effect. On the other hand, the dipole moment of the photoexcited HB donor

in the 1 1A′′ EES of the water dimer suffers a rotation that renders a stabilising interaction

at short range and thereby a bathochromic excitation energy shift.

Perspectives for future studies in photochemistry

We consider now briefly how the techniques employed in this investigation can be further

exploited in photochemistry. The IQA analysis requires the one- and two-electron matrices to

partition the electronic energy of any given electronic state (either ground or excited). Hence,

the IQA energy partition can in principle be coupled with any electronic structure method

which provides wavefunctions of electronic excited states. The computation of 1-RDM and

2-RDM can be somewhat more complicated for non-variational approximations because of
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the calculation of Lagrangian density functions as it is the case of coupled cluster [73] or per-

turbation theory methods. [74–76] It would also be desirable to couple the IQA energy partition

with TDDFT for the study of excited states as it is done in ground state with DFT. [77,78]

Regarding studies in condensed phase, we could also consider snapshots of molecular dynam-

ics simulations to see how the different orientations of the interacting monomers affect the

energy distribution of the system. One can also address, of course, other H-bonded excited

dimers such as the the ammonia dimer, [79] formaldehyde dimer, [80] formic acid dimer [81,82]

along with its thioderivative [83] or heterodimers [84] of amines and carboxylic acids relevant in

excited state double proton transfers. [35] A final perspective for the exploitation of the methos

considered herein is the investigation of the effect of solvent or protein cavities in the partition

of the excitation energy of chromophores. For this endeavour, one would have to consider

how either the solvent or peptidic sorroundings modify the one and two-electron matrices of

the examined excited state. Some progress in this direction have been made for the effects of

the solvent in the IQA energy partition in ground state. [85]

Concluding remarks

We have convincingly shown in this contribution how real space QCT techniques can be

used to exploit chemically intuitive ideas in photochemistry. To that end, we have explored

the chemical origin of solvatochromic effects via the examination of the hypsochromic and

bathochromic shifts caused by hydrogen bonding in (H2O)2. QCT allows to maintain the

perturbative language of the theory of intermolecular interactions even for strongly interacting

systems, both in ground and excited states. The methods used in this investigation also permit

us to compute and explore in-the-cluster molecular properties in a rigorous way, and thereby

to apply chemically intuitive concepts to any system in a wide variety of electronic states

using a broad battery of low to high quality electronic structure methods. We have shown

that the two examined EES of (H2O)2 are associated with localised excitations in either the H-

bond donor or acceptor. These excited moieties interact with the ground state partner in the

molecular cluster. Besides non-negligible covalent contributions which are well-understood in

hydrogen bonds in the ground state, the basic conditions that lead to the double red and blue
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shifts of (H2O)2 addressed herein can be rationalised through in-the-cluster molecular dipoles.

The excitation of one of the monomers leads to an inversion of its dipole moment. This change

in electronic structure conduces to an hypsochromic shift at long range for the two 2 1A′ and

1 1A′′ EES of (H2O)2. Nonetheless, the evolution of the in-the-cluster dipoles differs in these

two EES throughout the corresponding potential energy curves. Such evolution explains in

a very appealing way the double hypso- and bathochromic shifts of (H2O)2. We firmly think

that the use of the methods and ideas exploited in this investigation may be of wide interest

to rationalise and gain valuable insights about photochemical problems.
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