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1. Summary and keywords

This project was motivated for the increasing use of the small screen devices, such as
smartphones, and the fact that technological advances seem to lead to a future where the
digital contents will dominate over other media.

Reading contents in small screen devices has drawbacks related with visual
capabilities, size and reading comprehension. Inside this work, references for papers in
those subjects can be found but there are no works that study the whole problem together.

Probably because it is a challenge not tackled yet, there isn’t a practical solution
which can improve the readability of documents by customizing them depending on the
visual capabilities of the user.

The proposal of this work will face the challenge using different soft computing
techniques of clustering in order to compare results. Hierarchical agglomerative,
K-means, multivariate Gaussian mixture models and fuzzy K-means clustering, with
several variations, will be experimented in eleven text documents.

The datasets obtained from the documents were extracted following a methodology
that exploits techniques of mathematical morphology and statistics. Accordingly, the data
will be clustered to three classes that symbolise the three basic zooms for the reading
process: standard zoom, zoom for small element and zoom for large elements, all
customizable by the user.

The percentage of success reached for some of the techniques regarding the clustered
error rate is quite high (mean near to 84%) and encouraging this researcher to continue
working in the future with practical applications in the digital devices involved in the
current daily life.

Keywords: readability, text, clustering, computer vision, screens.



2. Intoduction

The use of small electronic devices such as smartphones, tablets or eBooks readers to
read documents has been increasing significantly in the last years. Also, it is postulated to
be the trend of the future because some devices, like mobile phones, would always be
small by concept. Furthermore, the technology advancements usually go in the direction
of “‘more in less space’.

The evolution of contents such as websites, emails, eBooks, downloaded text
documents or instructions to follow in diverse situations, is a constant and it seems to
expand more and more.

If we consider a text document as a product, it doesn’t matter the media in which it is
performed (paper, computer screens or small devices screens). Furthermore, if we
consider the person who reads any kind of text document as a consumer we could say that
the vast majority of the industry which “manufacture” text documents (from the public
administration to the private company, going through all the possibilities like advertising,
entertainment, or education among others) is focused on paper and medium/big screens.
There are a very small percentage of documents aimed to the small screens devices. As it
was said before, it is very probable that the contents to the small screen devices would
increase with time, but those three main media will have to coexist for a long time.

From the consumer’s experience viewpoint, the relation between computer screens
and paper has improved in the last years due to the increase of the size of the standard
screens and the pixels per inch rate (ppi). Those two improvements make it possible to
view the text pages almost at the same size of an A4 page. If the software aids developed
so far are also considered, the comfort of using digital media is most of the times superior
to the paper media. We can remark the inconveniences that the paper support has like
storing, searching, sharing or editing. On the other hand, it has provided a great advantage
so far as it is a fact that reading from paper causes less eye fatigue that reading directly
from screens.

The relation between computer screens and small screen devices is a matter of size,
understanding the small screens as screens smaller than 7°°. The common digital contents
which, few years ago, were exclusively aimed to computers are being visualized now in
small devices too, so the reading process is executed by the consumer due to the
possibility of using different techniques of zooming and scrolling. Depending on the size
involved in the fonts, images or pages, and the distances between lines, characters or
columns, reading can be more comfortable for the user or a struggling experience to
adjust the contents to the visual capabilities.



The classical technique of vertical scrolling is assumed for the user as a necessary
basic function as it happens in the large screens but generally, in small screens, horizontal
repetitive scrolling is needed too. We can add the fact that scrolling in small screen
devices such as smartphones is done using the touch screen technology so the scrolling is
not executed perfectly horizontal or vertical. Also zooming is essential in small screens.
Those effects make a loss of concentration in the reading and goes in decrease of the
quality in terms of text understanding or assimilating.

There are different techniques for zooming but the most popular is the “pinch open &
close zooming” where the user has to place two fingers in the screen and drag them near
each other to open the zoom and drag them far from each other to close the zoom. This
technique has a collateral effect: easy and unintentional scrolling is also performed. When
all of these negative effects are put together, the reading experience is not comfortable
and loses quality drastically.

There are some researches done on the different factors commented above but there
is no one about all of them together in the whole user experience. There is no research on
a possible solution nor any kind of application developed so far.

This master project carries out a research in the different techniques that can drive to
a possible future application. The aim was to propose some methodologies or solutions
for the described problem above and the different difficulties that could hide within, using
several of the wide range of soft computing techniques studied in the master during the
year. The comparison between them and the rejection of the bad approaches is a part of
the research, as it will be detailed later.



3. State of the art

In order to structure all the information gathered about the subject, the main
questions are going to be organized in five main points:

a) Present technology and small computer devices.
Notebooks, tablets, smartphones, etc...

b) Interacting tools and methods for computer devices.
c¢) The influence of size in the reading understanding

d) Achievements on image segmentation and text clustering applied to reading
documents

e) Text and image blocks sorting on reading documents

3.1. Present technology and small computer devices.

Notebooks, tablets, smartphones, etc...

The visualization through electronic devices has been an important subject te of
research and development since the first computers appeared. It has been in constant
evolution together with the hardware and the software involved in the matter.

The first generation of devices designed to visualize the information of a computer
was the CRT monitors (cathode ray tube). At the beginning they were analogical and
monochromatic voluminous screens which evolved to the actual generation of digital
realistic-color ultra-slim screens. The first commercial computer screens had very low
resolution as, for instance, 160x200 pixels. Now we can reach ultrahigh resolutions like
7680 x 4320 pixels [16]. At the same time the pixel size has become smaller to the point
that the human eye can not notice it at a standard distance of use. The measurement for
this characteristic is dpi (dots per inch) or ppi (pixels per inch). The first commercial PC
had 72 dpi or less, while now we have screens with around 500 dpi at the reach of the
common user.

At the present, the improvement of the dpi is an important point in R+D+I for the
telecommunication device manufacturers because of the tendency of having more
powerful electronic creations in smaller devices. As before, the Personal Computers trend
tries to have more powerful machines in the smallest volume, the laptops followed them
and nowadays the next achievement seems to have the most powerful computer in a
similar mobile phone size.

Recently, a new kind of electronic devices came up from the manufactures and is
taking a place in the family of the common work/home computer devices. They are the
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tablets, placed in an intermediate position between the mobile phones and the laptops. It
is also remarkable the emergence of tiny laptops with around 8’” or 10’’ screen sizes
These laptops are extremely light and are usually referred as notebooks, ultrabooks,
netbooks, eBook readers, etc.

For our work, we will have more consideration on the mobile phones because they
are the devices that look for the most powerful characteristics (as the rest of the mobile
computers) but with the smallest size. They are called smartphones.

Nowadays, we have a wide range of devices with different dpi measurements. Here is
part of a list that can be consulted in [1]. Devices sorted by ppi:

Diagonal cm . . ppcm . Width cm||Height cm
(in) Resolution|| Pixels ||Aspect (PPI) Details (in) (in)
110 (42) || 640x480 ||307200| 4:3 || 7.5(19) television, 480i
110 (42) 720x576 || 414720 5:4 8.7 (22) television, 576i, 576p
. 102 phone display, HTC Touch Pro2,
91(36) 480x800 |/ 384000 ) 3:5 (259) Casio G'zOne Commando
. 104 tablet display, Apple iPad (3rd
25 (9.7) 2048x1536(|3145728|| 4:3 (264) eneration)
. 104 phone display Motorola Droid, Sony
94(37) || 854x480 | 409920 || 169 || ey Ericsson Xperia Neo V
. 110 notebook display, Fujitsu Lifebook
14 (5.6) 1280x800 |{1024000(| 16:10 270) U820
10 (4.0) || 960x540 || 518400 | 16:9 égg) phone display, Motorola Atrix 4G
13(5.3) || 800x1280 ||1024000] 10:16 (%éé) phone display, Galaxy Note  ||7.1 (2.81)||11.4 (4.49)
8.1(32) || 480x800 | 384000 35 éég) phone display, HTC Touch Diamond2
. 122 phone display, Toshiba Portege
7.6 (3.0) 480x800 | 384000 || 3:5 (311) G900, Sony Ericsson Xperia X1
11.8 (4.65) || 720x1280 || 921600 || 9:16 éig) phone display, Galaxy Nexus
. 128 . .
8.9 (3.5) 640%x960 || 614400| 2:3 (326) phone display, Apple iPhone 4
6.2 (2.46) || 640x480 || 307200 4:3 égg) phone display, Nokia E6 5.0 (1.97)|| 3.8 (1.48)
. 130 . .
11 (4.5) 720%1280 || 921600 || 9:16 (329) phone display, LG Optimus LTE
7.1(2.8) || 8oox4g0 || 384000 3:5 égé) phone display, LG LU1400 6.1 (2.4) || 3.7 (1.44)
. 135 .
11 (4.3) 720%1280 || 921600 || 9:16 (342) phone display, Sony XPERIA S
. 135 .
11 (4.3) 720%x1280 || 921600 || 9:16 (342) phone display, HTC Rezound

Figure 1 — List of displays by pixel density
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3.2 Interacting tools and methods for computer devices.

The visualization of text documents in screens can be easier and more comfortable if
the size of the screen is bigger and the resolution of the image also is increased. Thus, it
improves the hardware aspect of the subject, but there are other ways relative to the
software aspect that can also be improved as we will see.

Regarding the hardware aspect, although the number of ppi (pixels per inch) and the
size of the screens have increased, the contents are usually larger than the screen
capability of the small device. Consequently, there is a need to work out the situation and
navigate through all the information.

Considering the software aspect of the subject, when the mobile devices became
more and more popular, a new programming standard were was created specifically to
display contents in those small screens. It was WAP (Wireless Application Protocol), an
open standard for application in wireless communications. When wap was developed, the
screens, their ppi and the data transfer speed of the nets were much poorer, so the contents
had to be adapted to something much lighter and schematic.

In the present time, technology allows to have good data transfer rates so the
improvements in screen sizes and ppi density have reduced the difference in the web
programming and wap programming. It probably would disappear in a future, so the
tendency now in the smartphones is to create tools to navigate in universal contents, not
just in wap contents.

The most remarkable tools aimed to aid the visualization are:

3.2.1 Double scroll bar, vertical and horizontal.

This is the traditional way to navigate horizontally or vertically through the contents.

Fi 1] I
Figure 2 — Horizontal scrolling bar

3.2.2 Zoom buttons

It depends on the software and on the operative system, and if they do incremental or
decreasing fixed zoom in the contents.

[© @[]

Figure 3 — Typical Zoom buttons

3.2.3 Two-level zoom [2]

A variation from the previous tool is the two-level zoom. It works with two zooms,
one zoom in and one zoom out (or back to previous zoom). It is usually found in the
touch-screens of the smartphones where the default zoom shows the general content. A
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quick double touch in the screen does a prefixed increment of the zoom in and another
quick double touch returns to the previous zoom sight.
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Figure 4 — Two level zoom example

3.24 Fisheye [2]

Another variation of the previous tool is the fisheye. It divides the screen in three
concentric regions around the position of the pointer. The inner region experiments a
zoom in. The outer region keeps the zoom as default. The middle region does a transition
from the inner to the outer region. It had no success in mobile devices so it is no longer
used.

% Department of
@Computer Science

BINFO 200.3 Introduct
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Figure 5 — Fisheye example

3.2.5 Rapid serial visual presentation (RSVP)

It is a method of displaying information (generally text or images) in which the text is
displayed word-by-word in a fixed focal position. Aside from a basic reading aid, RSVP
is being researched as a tool to increase individual reading rates. RSVP is also being used
for research in the fields of visual impairment, dyslexia, perceptual and cognitive
psychology. It had no success in mobile devices and nowadays its use would make no
sense with the latest technology advances available.
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3.2.6 RotoView complements touch-screens [3]

RotoView is a tilt-based tool thought for devices that can notice its own inclination
with the aim of controlling the view navigation. RotoView enables the user to navigate
with only one hand. The idea is simple, it simulates the content is a sliding plate which
self scrolls depending on the device inclination that the user performs.

3.2.7 Mac finger gestures [4]

Mac was the company that made them famous for the touch-screens, and they had a
great success. Their team has developed many gestures but the most important ones for
navigating are two:

3.2.71 Grab & Drag.

In order to do horizontal scrolling, vertical scrolling or both at the same time; the user
only has to touch the screen, holding the finger in contact with the screen and moving it
around.

finger held

pan view

Figure 6 — Pan view gesture

3.2.7.2  Pinch open & close.

Here two fingers are needed. The user has to place two fingers in two points of the
screen and hold them touching. The content keeps focused on the center of the imaginary
line of the two finger touching points. The zoom effect is performed when the two finger
touching points get closer (zoom out) or further (zoom in).

finger held /

Zoom view

Figure 7 — Zoom view gesture

3.2.8 Leap motion [5]

It is the newest tool to control the navigation (apart from other applications). It
probably would be the next evolution step for controlling computer devices, although for
smartphones it could not be the best practical solution.

It’s more accurate than a mouse, as reliable as a keyboard and more sensitive than a
touch-screen. For the first time, you can control a computer in three dimensions with
your natural hand and finger movements.

14



Figure 8 — Leap motion

3.3 The influence of size in the reading understanding

We can read in several research works that the size is a factor that matters for the
compressibility of the contents displayed in the small screen. It has influenced in different
ways:

3.3.1 The influence of the size of the screen

Dillon et al. [6] presented experiment based on a 3,500 word text, using a 20 and 60
line display window. Subjects were asked to read the texts and later summarize the main
points. The study found that the comprehension rates on the smaller screen were as good
as those on the larger one.

Dillon’s study highlighted other two effects of smaller displays. Firstly, users reading
from the small displays interacted with the display window to a much higher degree than
those with the larger window. Users paged much more backwards and forwards through
the text in the small screen display. They may have done this in an attempt to orientate
themselves, to provide them with context as they progressed through the text. Web pages,
of course, usually contain far more structure than the texts presented by Dillon and others.
We might expect, then, handheld Web browser users to make significant use of any
scrolling and paging mechanisms in order to help them make sense of the page.

Secondly, Dillon also found that 75% of users who indicated they would have liked
to have changed their screen size had used the small screen display. This suggests,
perhaps, that even if objectively performance is not affected, first-time small screen Web
users might perceive the systems as being less good than the conventional platforms.

15



3.3.2 The influence of the size of the width-line

In an early study, Duchnicky and Kolers [7] considered the effect on reading of
window height and line widths. The full width display was read 25% faster than the
screen which was 1/3 the width. However, the impact of varying the display height was
very much less dramatic.

Although very small window sizes (1-2 lines) gave poor performance, the optimal
height was found to be just 4 lines. There were no significant improvements in
comprehension when the display height was increased to 20.

3.3.3 The influence of the density of characters per line

Duchnicky and Kolers [7] studied the readability of text scrolled on visual display
terminals as a function of two different character densities. Text appearing at a density of
80 characters per line was read 30% faster than text in a format of 40 characters per line.
Text appearing in windows four lines high was read as efficiently as text in 20-line
window, and text in one or two-line windows was read only 9% more slowly than text in
20-line window. Comprehension of the passages did not vary as a function of window
size, indicating that subjects maintained a constant level of comprehension by varying
their reading rate.

3.3.4 The influence of the size of the characters

Though there have been many studies of computer based text reading, only a few
have considered the small screens of handheld computers. The paper of Darroch et al.
presents an investigation into the effect of varying font size between 2 and 16 point on
reading text on a handheld computer. By using both older and younger participants the
possible effects of age were examined. Reading speed and accuracy were measured and
subjective views of participants recorded. Objective results showed that there was little
difference in reading performance above 6 point, but subjective comments from
participants showed a preference for sizes in the middle range. We therefore suggest, for
reading tasks, that designers of interfaces for mobile computers should provide fonts in
the range of 8-12 point to maximize readability for the widest range of users.

3.3.5 The influence of the quantity of the scrolling needed

Kim and Albers [9] investigated the effect of table formatting on a small-screen
interface, and they found that horizontal scrolling could affect users’ information
searching performance.

This study explored strengths and limitations of table formatting choices by engaging
twenty-eight participants in information searches in online tables, presented on a
small-screen interface (Palm Ilic). Table length across conditions was held constant at
three screens long (24 rows total) but it varied from one to three screens wide
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(approximately 35, 70, and 105 characters per line). Target information was positioned in
either the upper left, lower left, upper right, or lower right quadrants. Data collected were
time on task, error rate, and level of participants' confidence in their answers. Researchers
found that increased horizontal scrolling imposed the heaviest burden on information
search. This study supports restricting table widths to one screen on handheld computers.
If necessary, however, tables can go to two screens wide without critical detriment to
usability. While ruled line formatting is slightly better than interface character in
providing visual support for the burden of horizontal scrolling, neither formatting option
adequately compensates for the added burden.

3.4 Achievements on image segmentation and text clustering
applied to reading documents

One of the most remarkable works done in this particular field was done by Caponetti
et al. [10] that propose a new document page segmentation method which can
differentiate between text, graphics and background, using a neuro-fuzzy methodology.
Their approach is based firstly on the analysis of a set of features extracted from the
image, available at different resolution levels. An initial segmentation is obtained by
classifying the pixels into coherent regions, which are successively refined by the
analysis of their shape. The core of the approach relies on a neuro-fuzzy methodology, to
perform the classification processes. The proposed strategy can describe the physical
structure of a page in an accurate way and it proved to be robust against noise and page
skew. Additionally, the knowledge-based neuro-fuzzy methodology allows us to
understand the classification mechanisms in a better way, contrary to what happens when
other kinds of knowledge-free methods are applied.

Another outstanding work was the research done by Yen-Lin Chen et al. [11] that
presented a new knowledge-based system for extracting and identifying text-lines from
various real-life mixed text/graphics compound document images. The proposed system
first decomposes the document image into distinct object planes to separate homogeneous
objects, including textual regions of interest, non-text objects such as graphics and
pictures, and background textures. A knowledge-based text extraction and identification
method obtains the text-lines with different characteristics in each plane. The proposed
system offers high flexibility and expandability by merely updating new rules to cope
with various types of real-life complex document images. Experimental and comparative
results prove the effectiveness of the proposed knowledge-based system and its
advantages in extracting text lines with a large variety of illumination levels, sizes, and
font styles from various types of mixed and overlapping text/graphics complex
compound document images.
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Jie Xi et al. [12] also did a great work of text pages segmentation based on run-length
smoothing algorithm and minimal spanning tree clustering. The proposed method can
solve the problems of segmenting Chinese documents that differ from English documents
too.

Going a step further, Apostolos Antonacopoulos [13] did an interesting work in
which he develops a method able to segmentate pages containing nonrectangular text
regions interleaved with images.

3.5 Text and image blocks sorting on reading documents

Probably the most remarkable work that has been made in text or image sorting is
done for digital comic or manga, where the frames need to be isolated from the rest of the
page and sorted to follow the natural reading line.

Yamada et al. [14] did one of the most advanced works done so far. Their algorithm
is able to isolate frames with irregular polygonal shapes. It is based on a simple concept
but quite complex to implement. They create lines between the different frames
previously isolated, and by analyzing them and their borders, the algorithm is able to
determine the sequence to follow.
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4. Goals and personal approach

The initial goal of this project was a practical solution to small screen devices, more
specifically a software application where the user could customize, according to his/her
own visual capabilities, the visual properties of a document text. The application would
help him/her to be focused on the mental process of reading and understanding the text,
and not in the constant scrolling and zooming of the screen. Those two functions would
be reduced to the minimum by a previous preprocess that the application would execute
to the document.

After spending an important part of the project studying, discovering all the
challenges hidden within, researching and achieving all the small goals to get near of the
final solution; | realized that the task will need a longer project time. Consequently, my
project only tackles the solution of the basis challenges related with soft computing
techniques.

The whole concept of the application involves several problems that need to be
solved a priori. The first situation to be solved is the extraction of the document visual
information to a dataset of characteristics. Then, different techniques of soft computing
can be applied to the data.

In order to avoid the drawbacks derived from the extraction of the visual information
such as the implementation of different text reading software (pdf readers, text editors,
web browsers, ...) or the programming in different operative systems (windows, Mac,
Linux, ...), I decided to read the documents as an external device or human would do it.
The information would be read directly from the screen, as a sum of ordered pixels.

For example, it is possible to analyze the html code of a web page (probably the more
accessible and less opaque codification) or we can analyze the drawn pixels of the screen
in a specific moment. The second option seems to be a greatest challenge but if it is
achieved, it would retrieve us much more information to the project goal.

The solution proposed is universal to every device, operative system, software or
digital support. Everything with a screen made from a structure of pixels would support
this application. Another benefit is the possibility to work with scanned texts because
they are already a sum of ordered pixels.
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Thus, the documents have to be converted previously to images and then, analyzed
by the application. Due to the (a priori) less powerful capabilities of the small devices, the
soft computing techniques used will have to suppose low computing cost.

The process followed to create the dataset from a text document is enumerated in the
next steps:

e Find some documents with different fonts, several graphics, tables and images
that will need repetitive changes of zoom and massive scrolling.

e Extract the areas of information from the background. Dilation

e Extract the standard interline space, the standard intercolumn space and the height
of the standard line of the document. Dilation kernel.

¢ Find the optimal image resolution to work with. Downsampling.

e Compare between smoothed and not smoothed image downsampling.

e Binarize the dilated image.

e Label not connected areas.

o Fill the holes of the labeled areas.

e Joint related areas of information.

e Sort roughly of the information areas (i.e. sorting of paragraphs and columns)

e Sort finely the internal elements of each rough area (i.e. sorting lines within a
paragraph)

Once the dataset is created, the following steps are involved with preprocessing:

Determine the space of characteristics
Describe the metrics used

Set the input space
Set the output space

Finally, four different clustering techniques (and some of their variants) are going to
be applied and their results compared. They are agglomerative hierarchical cluster,
k-means clustering, multivariate Gaussian mixture clustering and fuzzy k-means
clustering.
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5 Methodology and theoretical fundamentals

The experiments carried out were based on eleven text documents chosen properly
to the project. They are guided through a methodology that goes from the election of the

examples, covering all the necessary goals to achieve the final clustering.

5.1 Examples or Datasets chosen

The main goal in this point is finding documents with different fonts, several
graphics, tables and images that will need repetitive changes of zoom and massive

scrolling.
The eleven chosen text documents are:

Document 1 [18], document 2 [19], document 3 [20], document 4 [21], document 5
[22], document 6 [23], document 7 [24], document 8 [25], document 9 [26], document 10
[27], document 11 [28].

In order to guide the experiments, and because it is the example that best represents
the previous concepts, the document number 1 is going to be chosen as the reference
document for my work in this project. It is possible to see in fig. 9 the different sizes of
fonts including the formulas, the sorting confusion that can suppose the open graphics,
formulas or schemas (meaning open as not embedded in a box or similar). The fact of
having interleaved sections with two columns format and one column format could

propitiate sorting errors. Also, it is remarkable that some images are fitted into the text.
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Figure 9 — Some remarkable pages of the paper [18]

For the research process, the images of the text document are not going to be taken
from the screen of any device. All the text documents used are previously converted to a
grey scale image in order to simplify the programming involved. Then, they are converted

to the negative image. The reason for this last conversion is related with the greyscale
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colours 0 is pure black and 255 is pure white, thus, an area where pixels are greater than 0

has information. It simplifies the computation involved in the algorithms.

5.2 Finding the optimal image resolution to work with.

Downsampling.

The images can be converted from the documents to any resolution, but in order to
work faster and lighter (in terms of memory) it is necessary to establish an effective
downsampling rate. When a text document is converted to an image it is actually a matrix
in which all of its elements represent a coloured pixel. A higher resolution will result in an
excellent detection of the areas of information but will force the computation to handle
huge matrixes. It will produce very slow processing times or memory saturation. Instead,
a low resolution will be faster and lighter for the memory, but the detection of the areas of

information can be too poor and make the application fail.

The document 1 was taken as a reference example due to the diversity of
information contained and the fact that it has a two columns format with the narrowest
space between them and the narrowest interline space. It was the most demanding
document (in the related terms) so if the methodology works well with it, it would work

for the rest of the examples. Some experiments were done with different resolutions.

The resolution of an image can be set in several ways. You can fix a number of
pixels in the horizontal or vertical dimensions, but there is a risk to deform the image. The
simplest way of setting a resolution (and probably the best) is through ppi rate (pixels per
inch) with the restriction of keeping the proportion of the image.

I tried 600, 70 and 50 ppi images with the option of smoothing the edges on and off.

orting ou

Figure 10 — Original image

orting ou

Figure 11 — Converted to 70 ppi with smoothing option
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Sorting out

Figure 12 — Converted to 70 ppi without smoothing option

Before continuing with election of the optimal resolution, I will explain properly

the two downsampling options and its results.

5.2.1 Smoothing edges in downsampling the image to lower resolutions

The smoothing effect related with images can be achieved in several ways. Here, it
was used the one described by R. Keys in [29] about the bicubic convolution interpolation

applied to image processing.

In mathematics, bicubic interpolation is an extension of cubic interpolation for
interpolating data points on a two dimensional regular grid. The interpolated surface is
smoother than corresponding surfaces obtained by bilinear interpolation or
nearest-neighbour interpolation. Bicubic interpolation can be accomplished using either

Lagrange polynomials, cubic splines or cubic convolution algorithm.

In image processing, bicubic interpolation is often chosen over bilinear
interpolation or nearest neighbour in image resampling, when speed is not an issue.
Images resampled with bicubic interpolation are smoother and have fewer interpolation

artifacts.

Suppose the function values f and the derivatives fx, fy and fxy are known at the four
corners (0,0), (0,1), (1,0) and (1,1) of the unit square. The interpolated surface can then be

written

3 3
plz,y) =D aja'y.

i=0 j=0

The interpolation problem consists in determining the 16 coefficients a;;. Matching

p(x,y) with the function values yields four equations,

f(0,0) = p(0,0) = ago

f(1,0) = p(1,0) = ag + ai0 + azo + azo
f(0,1)=p(0,1) = oo + Qo1 + @oz + dog
fIL1) = p(1,1) = 3234 X5 o aij

Likewise, eight equations for the derivatives in the x-direction and the y-direction
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fI(D'D) = pI(D' D) = 10

f2(1,0) = po(1,0) = ayp + 2ag + 3as
f2(0,1) = p.(0,1) = ayg + a1 + a1z + aya
fz(ly 1) = pm“.‘ 1) = Z‘?'_l Z? 0 ang?r
fy([]![]) = py([]‘[]) = am

fy(l,[]) ZPy(LD) gy + 11 + Aoy + A3y
fy(0,1) = p,(0,1) = ﬂﬁl+2tlﬁz+ 3aoa
fy(l!l) :py(Ll) oze"— @ij]

and four equations for the cross derivative xy.

fzy{[]*[]) :pzy([]'[]) U551
f-r?,r(]-![]):pzy(ly[]) ai + 2a + 3an
fay(0,1) = pey(0,1) = ayy + 2a42 + 3aq3
fzy“:l) = Pz (1'1) Zg ZJ 1Hv,:33_?

where the expressions above have used the following identities,

Pz, y) = z?:l Z?:o ﬂt‘jm_’é_l_y‘j
Py(xsy} = f Oz?—l a‘aszjy}_l _
pzy(:r! y) Za— JI 1 a"aj 335 jy'}_l

This procedure yields a surface p(x,y) on the unit square [0,1] x [0,1] which is
continuous and with continuous derivatives. Bicubic interpolation on an arbitrarily sized
regular grid can then be accomplished by patching together such bicubic surfaces,

ensuring that the derivatives match on the boundaries.

If the derivatives are unknown, they are typically approximated from the function

values at points neighbouring the corners of the unit square, e.g. using finite differences.
Grouping the unknown parameters a;; in a vector,
(v = [a00 @10 a20 a30 a1 a11 @21 a3t a2 a12 @22 a32 apl a13 azl ass]T
and letting
= [£00) F(L0) FO.1) F(1,1) f2(0,0) F2(1.0) F2(0,1) f(1,1) £u(00) fulL,0) fu(0,1) Full1) fau(00) fry(10) fay(0) fry(1,)]"

the problem can be reformulated into a linear equation Aa=x where its inverse is:

rl o0 0 0 0 0 0 0 00 00 0 0 0 07
oo 00 1 0 O0CO0CO0OCO0COCO0O OO OO0
-3 3 0 0 -2-10 0 00 0 00 O O O
2-20 01 1 00 O0O0CO0CO0CO0COdTOT O
oo 0o 0 00 O0O0 1 0 0 O0O0O0CO0O O
oo 00 0 0 00 00 00 100 0
o o0 00 00 00 -33 00 -2-10 0
-1 oo 00 0 o000 2-20011 0 0
A = -0 3 0 0 0 0 0 -20-1000 0 0
oo 0 0 -30 3 0 0 0 00 -20-10
9 -9-9%9% 6 3 6-36 —63 -3 4 2 2 1
-66 6 6-3-33 3 —4 4 -2 2 —2-2-1-1
2 0-20 000010 1 0000 0
o o0 00 2 0-20 00 001 01 0
-66 6 6-4-24 2 -3 3 -3 3 -2-1-2-1
L 4 —4-44 2 2 -2-22 -22-21 11 1.
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Bicubic spline interpolation requires the solution of the linear system described
above for each grid cell. An interpolator with similar properties can be obtained by

applying a convolution with the following kernel in both dimensions:

(a+2)|z|* - (a+ 3)|z]?+1 for|z| <1
W(z) = { a|z|* — ba|z|? + 8a|z| —4da for 1 < |z]| < 2

0 otherwise

where a is usually set to -0.5 or -0.75. Note that w(0) = 1 and w(n) = 0 for all

nonzero integers 7.

If we use the matrix notation for the common case a = —0.5, we can express the

equation using matrix notation:

0 2 0 0/ ay

-1 0 1 0f]a
— 1 2 3 0
p(t)=1[1 t £ 7 o _5 4 _1

-1 3 -3 1 flg

¢t between 0 and 1 for one dimension. For two dimensions it is applied first in x and

then in y:

by = plts, f{—1,—1); @0, —1) ; F(1,—1) 4 ﬂ-{z,—l))
bo = plts, f1{—1,0) s @{0,0), A1,0), ﬂ-{z,n))
by = ptz, a1, A0,1), G110 B2,1))
by = P(fz_- fI(—1,2), @(0,2), 1,2, ﬂ-{z,z))

p{it, y} = p(t'y.‘ lb—l.‘ bO.' bl! b?}

5.2.2 Sharpening edges in downsampling the image to lower resolutions

Nearest-neighbour interpolation (also known as proximal interpolation) is a simple
method of multivariate interpolation in one or more dimensions. Interpolation is the
problem of approximating the value for a non-given point when the grid of pixels is

reduced (or augmented).

It is fast and very simple to implement. The information it needs are both the
horizontal and vertical ratios between the original image and the (to be) scaled image. If
wi and h; are the width and height of the original image, whereas w, and h; are the width
and height when enlarged (or shrinked). Calculating the ratio for both horizontal and

vertical plane is given by,

w.

( . 1

ratio, = e
h12 W2, hz ¢ O

ratio, = —

y hz
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Once ratio has been calculated, the nearest neighbour algorithm selects the value of

the nearest point and does not consider the values of neighbouring points at all.

Figure 13 — Graphical example of the proximal interpolation

For more detailed information the reader is addressed to look up the research by
Rukundo Oliver in [30].

Returning to optimal resolution election, a resolution of 600 ppi was easily rejected
because a document of 15 pages supposed a matrix of 99000 x 5100 which means very

high computational costs.

The comparison will be between 70 ppi smoothed, 70 ppi not smoothed, 50 ppi
smoothed and 50 ppi not smoothed. In the following figures we can see an example of the

results and why 70 ppi smoothed is the final election.

The remarked detail in the red ellipses explains the preference for the 70 ppi, which
keeps the elements perfectly isolated. The gaps between columns are 3 pixels which are

reliable in case some of the boundary could stand out.
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Figure 14 —Smoothed 70 ppi
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With 50 ppi resolution there is a risk of merging the columns. Notice that the space

between them is only 1 pixel.

Using the not smoothing option makes disappear some important traces of the fonts

and lines, which subsequently will carry fails in the methodology.
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5.3 Extracting the areas of information from the background. Dilation

It is essencial that the areas where the text, formulas, graphics, images, tables...

were recognized and kept divided correctly in order to achieve an appropriate posterior

sorting.
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Figure 17 — Areas with information and the same areas with the corresponding
information overlayed

The detection of those areas is possible thanks to the effect of a mathematical
morphology named dilation. Intuitively it is an area with fixed dimensions that will go
through every possible position in the document and will differentiate the areas where it
can be placed without having intersection with the text, graphics... and where it would

have intersection.

5.3.1 Dilation [31]

Dilation is a morphological operation used to enhance the features of an image. Its
function requires two inputs, an image to be dilated and a two dimensional structuring
element. The basic effect of the operator on a binary image is to gradually enlarge the

boundaries of regions of foreground pixels.

The dilation second input, the structuring element, is also known as dilation kernel.

It is the element that determines the precise effect of the dilation on the input image.

In binary morphology, dilation is a shift-invariant (translation invariant) operator,
strongly related to Minkowski’s addition [32]. A binary image is viewed in mathematical
morphology as a subset of an Euclidean space R? or the integer grid Z°, for some

dimension d.

Let £ be a Euclidean space or an integer grid, 4 a binary image in £, and B a

structuring element.

The dilation of 4 by B is defined by:
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_‘l+B: U.‘lb

beB

If B has a center on the origin, then the dilation of 4 by B can be understood as the

emplacement of the points covered by B when the center of B moves inside 4.

A B A dilated

Figure 18 — Original image A, kernel B and image A dilated

The dilation can also be obtained by:

A@&B={z€ E|(B%).NA# 2}
where B denotes the symmetric of B, that is,
B°={z € E|—x € B}

As mentioned before, the structural element will determine the final effect of the
dilation and it is basically a matrix of two dimensions. In order to get an appropriate
dilation to our intent, every one of those dimensions can be related to two characteristic
parameters of the document: standard interline space and the standard intercolumn space.

Those parameters will be calculated from the document text through a specific

methodology which involves statistical analysis described in the next point.
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Figure 19 — Graphic example of the original image as negative

Figure 20 — Graphic example of the dilation effect

5.4 Extracting the standard interline space, the standard
intercolumn space and the height of the standard line of the document.
Dilation kernel.

The approach proposed is a personal approach although is based on statistical
techniques. The idea of summing all the pixels of a binary image in the horizontal
direction (or the projection in y) to get the interline space and summing all the pixels of a
binary image in the vertical direction (or the projection in x) to get the intercolumn space

is a solution that carries some setbacks that will be overcome later.

The previous conversion of the image to its negative takes sense in this point.
Intuitively, we can think in white pixels as pixels where a printer would have to spend
black ink (remember that the negative image is processed). The whiter the pixel is, the
more ink that the printer would spend. Thus, if pure white is 255 and the pure black is 0,

by summing the values of the pixels we can obtain histograms that will contain the
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information of interline and intercolumn spaces. The following step will be extracting

that information.

5.4.1 Extracting the standard interline space.

Let Ap_ be a matrix that represent the image, where h is the number of pixels

vertically and w horizontally. Let ap,, € [0,255] be the elements of A, ,, .

Let Spor be the sum of the pixels horizontally, a vector of one column and h rows.

Shor = (hl, ...,hh), with h,‘ = Z‘{Vzl aij and i= ],...,h
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Figure 21 — Histograms representing the sum of pixels horizontally

In order to get the interline spaces Sy, Will be converted into a binary vector with
the function

0, ifh, <0

1, if h; >0

bShor = (bl, ...,bh),
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Note this methodology can also be used with coloured background documents
changing the threshold from to 0 to a parameter t.

Then, the vector bSy,, is analyzed searching sequences like (...,0,1,...) related to
the start of a line and (...,1,0,...) related to the end of a line. The function applied will be

if ((bybir1) = (01)) > prs =1
lf ((bii bi+1) = (LO)) = Pke = L
being ps = (P4, .-, Pks --» Pn) @ vector with the starting positions of the lines,

being p, = (Py1, .-, Pie -, Pn) @ vector with the ending positions of the lines,

being n the number of lines.
The interline space is
ils =ps,., — Pe, withm=1,.., n-1
5.4.2 Extracting the height of the standard line.
The reasoning is the same used above but here the height is obtained
hl =p, — ps, withm=1,..,n

5.4.3 Extracting the standard intercolumn space.

It is possible to extract the intercolumn space applying the same fundamentals used
for interline space. In this case, the projection is vertical so the formulas have to be
adapted to columns instead of to rows.
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Figure 23 — histograms representing the sum of pixels horizontally
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Extracting intercolumn space has a peculiarity with respect to the other values
extraction. For example, the following figure shows a space that can be confused as

intercolumn space (the space between ‘1.” and ‘Introduction’).

. INTRODUCTION

enificant progress, computer-based pattern
faces continuous challenge from human  amou

Figure 24 — Example of a mistaken intercolumn space
Then, it is necessary to add a condition to reject all the detected intercolumn spaces
smaller to a determined parameter g. Intuitively it is set as to two times the standard line

height Slh (in the following step it is explained how it is obtained Slh from lh). The
experiments will confirm that g=2Slh is a good choice.

if Dspyy — Dey) >9 2ilc=ps,, . — Pe,, with m=1,.., n-1
5.4.4 Approach drawbacks

Some experiments show that this approach have its setbacks. It was easy the

methodology to fail in most of the documents. The following images show the shows fail
examples:
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Figure 24 — The histogram represents the distortion in the interline space of the example

When the format of the page is two columns format, if one of the columns have
different font formats, have an image, graphic or table; the white spaces between lines
will be distorted. Some spaces will disappear and some line heights will be altered.
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With the following example we can see that the methodology fails and it is not able

to detect the intercolumn space.

THE RESULTS ILLUST 3 T F R REQUIREL Ft
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that ¢
third

40000

35000

30000

25000

15000

colored pixeles
[
o
(=}
(=}
(=)

10000

5000

Figure 25 — Example of a case where the intercolumn space is not detected

5.4.5 Working out the drawbacks
The solution to avoid this kind of situations is inspired in the bootstrap concept but

taking a final decision applying the statistical mode to the whole set of drawn samples.

Instead of analyzing the whole extension of the image, it will take smaller areas of it
randomly (with resampling); and then, it would apply the previous ils, hl and ilc

extraction technique to get the spaces.

It is important to control the bootstrap sampling somehow in order to have an
effective methodology. If we consider w as the width and h as the height of one page of

the document, the dimensions of the sample image is fixed to éw in the horizontal

) . 1, . ) ) )
dimension and : h in the vertical dimension.

35



General Fuzzy Min-Max Neural Network for
Clustering and Classification

Eogdan Gabrys and Andrzej Bargiela

Absir is unlabeled and ohe has tojdeal with the task
(GFMM) neu
of the fu !
veloped by Simpson. nes the supe
and unsupervised learning within a single training  algorithm.
The fusion of clustering and classification resulted i

1S Whic
he patterns whi
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en thes i

out the need for retraining. While retaining
all the interesting features of the original algorithms, a number
ons to their definition have been made in order t

ness of operations.
A detailed account of the GFMM neural network, its compar-
ison with the Simpson’s fuzzy min-max neural networks, a set of

Figure 26 — Representation of the different samples that could be taken randomly

Obviously, some of the samples wouldn’t return values for any of space, due to the
previously commented drawbacks, so those samples would be rejected and the process
would not end until there were stored n values for every ils, ilc and hl. (n was established
as 500, so altogether 1500).

Let denote the mode of a sample space {q, ..., @sgo/ as §, so we would have Al, ils

and tlc. Those three values need to be adjusted to work properly as the dilation kernel

dimensions. Interline and intercolumn spaces are multiplied by 2 factors:

Standard interline space (Sils) = 2uls

0.85 ics

Standard intercolumn space (Sics)

Those correction factors are sensible because it is necessary to ensure that the
dilation merges a text line and the one place below in a paragraph (2 ils) and it doesn’t

merge two columns (0.85 ics).

Finally, the dilation kernel can be established. If K is the matrix associated to the

kernel, then Sils is the number of rows of K and Sics is the number of columns.
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5.5 Binarizing the dilated image.

It is a very simple algorithm. If A;; is the matrix of pixels corresponding to the
original image and a;; the elements of A;;, then aj; represents the pixels of the image.

Every pixel b;; of the matrix of pixels corresponding to the binarized image is calculated

by the function

b = 0, lf aij <0
by {255, lf aij >0

Figure 27 — Graphic example of binarization

5.6 Filling holes in the binarized image

There are several algorithms to do it, for example in [33],explained with graphic
examples in the figure 28. It is necessary defining first what a hole is. A hole may be

defined as a background region surrounded by a connected border of foreground pixels.

Set A

- mmm i “i Complement of 4

15 5 Structuring element
Set Xp: a grey dot [ | ot | | i
indicates location AR e
of a hole '

HEH— R - A setwith a filled
O i_ L | hole
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Figure 28 — Graphic example of the fill hole algorithm process

Let denote by A a set whose elements are boundaries, each boundary encloses a
background region (a hole). Given a point in each hole, the objective is to fill all the holes

with ones (for binary images).

Starting from forming an array X, of zeros (the same size as the array containing 4),
except at the locations in Xj corresponding to the given point in each hole, which is set to

one. Then, the following procedure fills all the holes with ones:
X, =(X,,®@B)n4A k=123,

in which B is the structuring element or kernel. The working logic of the kernel is

exactly the same that has in dilation but with a different purpose and final effect.

The algorithm terminates at the iteration step & if X; = X;_;. The set X; then contains
all the filled holes; the union of X} and A contains all the filled holes and their boundaries.
The dilation would fill the entire area if left unchecked. However, the intersection at each

step with the complement of A4 limits the result to the inside of the region of interest.

Figure 29 — Graphic example of a binary image with filled holes

5.7 Labeling not connected areas in the image with filled holes.
There are also several algorithms for labeling a binary image but it is going to be

used the related in [34].

It iterates through 2-dimensional, binary data. The algorithm makes two passes
over the image: one pass to record equivalences and assign temporary labels and the

second to replace each temporary label by the label of its equivalence class.
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Connectivity checks are carried out by checking the labels of pixels that are
North-East, North, North-West and West of the current pixel (assuming 8-connectivity).

Figure 30 — Left: 4-conectivity. Right: 8-conectivity

4-connectivity uses only North and West neighbours of the current pixel. The
following conditions are checked to determine the value of the label to be assigned to the

current pixel (4-connectivity is assumed)
Conditions to check:
Does the pixel to the left (West) have the same value?
Yes - We are in the same region. Assign the same label to the current pixel
No - Check next condition

Do the pixels to the North and West of the current pixel have the same value but not

the same label?

Yes - We know that the North and West pixels belong to the same region and must
be merged. Assign the current pixel the minimum of the North and West labels, and

record their equivalence relationship
No - Check next condition

Does the pixel to the left (West) have a different value and the one to the North the

same value?
Yes - Assign the label of the North pixel to the current pixel
No - Check next condition
Do the pixel's North and West neighbours have different pixel values?
Yes - Create a new label id and assign it to the current pixel

This algorithm uses the union-find data structure which provides excellent
performance for keeping track of equivalence relationships. Union-find essentially stores
labels which correspond to the same module in a disjoint-set data structure, making it

easy to remember the equivalence of two labels by the use of an interface method.
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Once the initial labeling and equivalence recording is completed, the second pass

merely replaces each pixel label with its equivalent disjoint-set representative element.

Figure 31— Input binary image

After the first pass, the following labels are generated. A total of 7 labels are

generated in accordance with the conditions highlighted above

Figure 32 — After the first pass of the algorithm

The label equivalence relationships generated are,

Set ID Equivalent Labels
1 1,2
2 1,2
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Set ID Equivalent Labels
3 3,4,5,6,7
4 3,4,5,6,7
5 3,4,5,6,7
6 3,4,5,6,7
7 3,4,5,6,7

Array generated after the merging of labels is carried out. Here, the label value that
was the smallest for a given region "floods" throughout the connected region and gives
two distinct labels, and hence two distinct labels.

Figure 33 — After the second pass of the algorithm

Figure 34 — Graphic example of the labeling of a binary image with filled holes
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5.8 Joining related areas of information.
It is important for methodology to group some areas of interest, for example the

areas with recognized elements inside. To get that task done:

Let B be the corresponding matrix to the binarized image and F the corresponding

matrix to the labeled image with the holes filled.

Let be U the corresponding matrix to the labeled image with the holes unfilled. It is

obtained with

U=BNF

Figure 35 — Graphic example of the labeling of a binary image with unfilled holes

The image with filled holes and the image with unfilled holes has the same labels

(notice the same colours in figure 34 and figure 35)

Figure 1234 — Graphic example of labeling directly from the binary image with
unfilled holes
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5.9 Sorting the areas of information

The sorting process of the areas of information detected is done in two steps. The
first step sorts rough elements like columns, paragraphs, grahphics, tables, images, ... and
the second step is a finest sorting. It sorts the internal elements of every rough element

sorted previously in the step one.

5.9.1 Sorting the rough elements of the information areas

This is the main sorting step because a fail in this step would suppose a mess in the

natural reading line which would carry a confusion in the user.

It is a personal approach and its fundaments are based in the analysis of the
projection of the pixels in horizontal and in vertical as it was done in the extraction of the
values for the intercolumn and interline space. Here the analisys is done incrementally
instead of analysing the full image. The process would be executed in the binarized
dilated image and can be understood easily with the following commands (find the

command of every step in a list below):
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Figure 37 — Flow chart of the algorithm for rough sorting

43



List of commands of the flow chart

1 Start

2 i=0

3 Analyse row i

4 Blank row? (it means the sum of all the elements of the row is equal to 0)

5 i++

6 Is i equal the final row?

7 End

8 Save the position of the row as the begining of a rough element, b=i

9 Analyze the x proyection from b to i

10 Is there any parcial range in the proyection as 1,0,...,0,1?

11 Count the number of parcial ranges in the proyection as 1,0,...,0,1 and
save their column position in the vector C

12 End of the rough element. The matrix which define the element E with
rows from b to i and columns from 0 to the w (w is the total number of
columns of the whole image)

13 e=i and i++

14 End of the roughs element. Count the number of the n elements in C.
There were n matrixes which define the n elements E, with rows from b
to 1 and columns from ky, to kn,+; where k= (0,Cy,...,C,,w) with
m=1,...,n+1

15 i=e

The rough elements labels are stored in order in a vector (rS).

5.9.2  Sorting the fine internal elements of each rough

For sorting the fine elements that are inside the rough detected areas, it is used a
simple implementation that may cause some sorting errors comparing with the reading

natural line.

The algorithm is very simple. It takes the elements with a specific label following
the order of 7s. For every rough area of 75, the inner elements are sorted from up to
down. If different elements are in the shame vertical position, then the order is from left to
right. The reference point of the elements for sorting is the upper left corner pixel. The

labels are stored in the created order in a vector (fs).
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The percentage of fine sorting mistakes is almost inexistent and irrelevant in terms

of making the reading a confusing process to the user.

For example in the next figure the internal elements of the graphic can be sorted

wrongly but it would be irrelevant to the readability of the document.

1
) 5
- Max. hyperbox size: 0.11

Mo, of hyperboxes: 2
Mo of mins: 1

Figure 38 — Graphic example of the minor confusion in a graphic

Other typical example is the header of the pages when it has a two column format

Figure 39 — Graphic example of the typical confusion of the headers in some kind of
page formats

5.10 Determining the space of characteristics

Once every fine element of the rough areas of the document is sorted, the following

step is to characterize them.

5.10.1 metrics

The metrics used are:
the height of the detected area (h),
h = T'f -1
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where r; = the minimum row of the pixels in the area 4

and 77 = the maximum row of the pixels in the area 4

the density of the area considering the holes of the image unfilled (d).

where A is the area contained in the bounding box of a fine element of the rough

areas and S is

cf
j=ci Y

_N'f
S - Zi:ri Z
with ¢; = the minimum column of the pixels in the area A4

and ¢ = the maximum column of the pixels in the area 4

5.10.2 Input space

The input space is a two dimensional space X where x; € X is
x; = (hy, d;)

300
250+
200

150

0 50 100 150 200 250 300

Figure 40 — Space of characteristics for dataset of the document 1
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5.10.3 Output space

First of all, it is necessary exercising some personal judgment about the classes in
which the data want to be clustered. The number of classes is three and their fundaments

arc.

1. Major detail zooming (MaDZ) elements. Areas of information in which the user
needs to zoom in to be able to read. This would necessary for line texts with small
fonts like the typical headers, footers or captions. In the figures that illustrate the

experiments and results they are represented as red.

2. Standard zooming (SZ) elements. Most of the document is readable with this specific
zooming. For example, this zoom would correspond to the current line text. In the

figures that illustrate the experiments and results they are represented as blue.

3. Minor detail zooming (MiDZ) elements. Areas of information in which the user needs
to zoom out to be able read comfortably. For example, this zoom would suit for big
images, graphics, titles, etc. In the figures that illustrate the experiments and results

they are represented as green.

Thus, the output space is one dimensional space Y where y; € Yis 1, 2 or 3 (the

class explained above).

5.10.4 Space of characteristics

Gathering the information about the input and output space, let S be the space of

characteristics such that

o= {(331,;1}1), veey (wn:yn)}

where the input space is two dimensional space X, x; € X is (h;, d;)

and the output space is one dimensional space ,Yy; € Y is I, 2 or 3.

5.11 Preprocessing

By analyzing the structure of the dataset characteristics space, it reveals that all the
documents can follow some patterns. This fact will allow some preprocessing operations
that will remove outliers and determine which class they belong to. The preprocessing
will benefit the clustering results drastically.

5.11.1 Analysing the statistical thresholds to remove outliers.

By studying the two dimensional graphics of the datasets, it is outstanding that the
vast majority of the data is condensed in a small area of the space. The rest of the data, the

minority of the dataset, is spread for the rest of the space in very specific ranges.
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Then, it can be noticed that there is almost no text (class 1 and 2, red and blue)
smaller than 6 pixels, which is quite sensible. Text fonts with smaller height than 6 are
practically not used. A similar reasoning can be applied for the bigger instances of text.

The use of fonts with a height larger that 55 is infrequent.

Range doc | doc | doc | doc | doc | doc | doc | doc | doc | doc | doc
1 2 3 4 5 6 7 8 9 10 11
text intances 70, 0000|0000 |00|00]|20]30]50]0,0
[0,5] all intances 70,00 |20|20|00 00| 10|80 ]60]| 60|30
% text instances
- ,0 . 100 00 | 00 | O0 | 00| 00| 00 |250/|50,0(83,3| 0,0
< inside the range
g text intances 110, 00|10(210|10 10|00 |40 |00 0000
. all intances 27,0180 | 80 | 80 |170|17,0| 3,0 | 40 | 5,0 | 10,0 18,0
[55,inf)
% text instances
,A) . Xt 40,7 | 0,0 | 125|125/ 59 |59 |00 100 | 0,0 | 0,0 | O,0
inside the range
Total number of instances of
1153 | 1054 | 327 | 726 | 865 | 649 | 593 | 311 | 396 | 643 | 923
the datasets

Figure 41 — Number of text instances inside of the indicated ranges of height.

Obviously, some classification errors can be done, overall because there are cases
where the classification is ambiguous. A typical example would be where text is merged

with graphics or images.

Max. hyperbox size: 0.06
Mo, of hyperboxes: 5
Mo, of nams: 12

Figure 42 — Example of an ambiguous case to classify.
Also, it can be noticed that there is almost no text with high densities (higher than

120). It would mean that one in every two pixels of the area of the element is ‘inked’, a
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fact which has no sense in the habitual fonts used in text documents. At the same time
there is almost no text with smaller densities than 15 because it will mean that the font is

extremely thin.

Range doc | doc | doc | doc | doc | doc | doc | doc | doc | doc | doc
1 2 3 4 5 6 7 8 9 10 | 11
text intances o0/00(00,00210|210|00|00|00]00]|0O00
all intances 10, 70|00 00 |100/10,0| 6,0 | 20 | 7,0 | 4,0 | 19,0
120,inf
[ ) % text
instances inside | 0,0 | 0,0 | 0,0 | 0,0 |10,0/10,0| 0,0 | 0,0 | 0,0 | 0,0 | 0,0
o the range
e
% text intances 00|00 |00 00)|16,0/16,0| 1,0 | 0,0 |19,0] 0,0 | 2,0
all intances 50/(10|00| 00 |16,0|16,0| 7,0 | 0,0 |19,0| 2,0 | 2,0
0,15
[ ] % text
instances inside | 0,0 | 0,0 | 0,0 | 0,0 | 100 | 100 | 14,3| 0,0 | 100 | 0,0 | 100
the range
Total number of instances of
1153 | 1054 | 327 | 726 | 865 | 649 | 593 | 311 | 396 | 643 | 923
the datasets

Figure 43 — Number of text instances inside of the indicated ranges of density.

The elements that could get near that density values are tiny fonts or very small
fonts with bold style.

LG BRI Bkl IR L DR R B TLe BUTHL R G TR R TR FEE CLUTS TRETE G Tl (el h i T

Warewinngth A (rem)
Figure 44 — Examples of text instances with high density levels

Again, it is possible to notice that there are still outliers, so a second preprocessing

to remove the remaining outliers would leave a better dataset to practice clustering.

In the second preprocessing the instances in the height range of [20,55] are

removed.
Range doc | doc | doc | doc | doc | doc | doc | doc | doc | doc | doc
1 2 3 4 5 6 7 8 9 10 11
text intances 16,0 2,0 | 6,0 | 6,0 |10,0|10,0| 0,0 |50,0| 0,0 | 0,0 |12,0
=
[o]0]
' . Ilintan 19,0/ 20|70 | 7,0 [10,0/10,0| 0,0 |64,0| 0,0 | 1,0 |13,0
2| [120,nf) |~ ' Intances
% text instances
_o, 84,2 | 100 | 85,7 | 85,7 | 100 | 100 78,1 0,0 192,3
inside the range

Total number of instances of
the datasets

1153 | 1054 | 327 | 726 | 865 | 649 | 593 | 311 | 396 | 643 | 923

Figure 45 — Number of text instances inside of the indicated ranges of height
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If the space of characteristics is reduced to instances with height in the range of
[6,55] and densities in the range of [15,120], the dataset would be almost exclusively

instances of the class 1 and 2.

5.11.2 Processing the outliers.

We can take advantage of the previous analysis and do the first clustering to the
outliers. This clustering is not based on soft computing techniques, but just on personal
observations to preprocess the data.

The instances in the ranges of density [0,15] and [120, 255] and the instances in the
ranges of height [0,6] and [55, o) will be considered as instances of the class 3 (MaDZ).
The instances separated in the second preprocess, instances in the range of height [20,55]
will be considered as instances of the class 2 (SZ).

5.12 Clustering

After preprocessing the datasets are in optimal conditions for clustering. Different
clustering techniques will be applied (and compared in the results section). The

algorithms are four and belong to three families of clustering algorithms:

a) Hierarchical agglomerative clustering
b) K-means clustering
c¢) Prototype-based clustering. Multivariate Gaussian mixture clustering

d) Fuzzy Clustering

In the following pages, it is going to be described the fundaments of the algorithms

and their variants used.

5.12.1 Hierarchical agglomerative clustering

The agglomerative hierarchical cluster tree seeks to build a hierarchy of clusters. Its
strategy is a "bottom up" approach, which means that each observation starts in its own

cluster, and pairs of clusters are merged as one move up the hierarchy.

In order to decide which clusters should be combined, a measure of dissimilarity
between sets of observations is required. In most methods of hierarchical clustering, this
is achieved using appropriate metrics (a measure of distance between pairs of
observations), and linkage criteria which specifies the dissimilarity of sets as a function of

the pairwise distances of observations in the sets.

Given a set A of n items to be clustered in k clusters, the basic process of
hierarchical clustering (defined by S.C. Johnson in [35]) is this:
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1. It starts assigning each item to a cluster, so that if you have n items, you now have n
clusters, each containing just one item. Let the distances between the clusters be the
same as the distances between the items they contain.

2. Find the closest (most similar) pair of clusters and merge them into a single cluster
(according to the selected linkage criterion), so that now you have one cluster less.

3. Compute distances (according to the selected metric) between the new cluster and
each of the old clusters.

4. Repeat steps 2 and 3 until all items are clustered into the number of clusters .

Depending on the metric and linkage criteria the result can be quite different so five

metrics and seven linkage criteria will be used.

5.12.1.1 Metrics

The choice of an appropriate metric will influence the shape of the clusters, as some
elements may be close to one another according to one distance and farther away
according to another. For example, in a 2-dimensional space, the distance between the
point (1,0) and the origin (0,0) is always 1 according to the usual norms, but the distance
between the point (1,1) and the origin (0,0) can be 2, V2 or 1 under Manhattan distance,
Euclidean distance or maximum distance respectively. Let a and b two instances of the

dataset. The metrics used are in this project:

Names Formula

Euclidean distance

Squared Euclidean distance

Manhattan distance [36]

—hTS-1(a — : :
Mahalanobis distance [36] \/ (a—Db)'St(a—Db) where S is the covariance

matrix
Cosine distance i
llallllbll

Chebyshev distance [36] miax(lai_bi D

Figure 46 — Table with the distance metrics used
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5.12.1.2 Linkage criteria

The linkage criterion determines the distance between sets of observations as a

function of the pairwise distances between observations.

Some commonly used linkage criteria between two sets of observations A and B

are:
Names Formula
Complete linkage [38] max{d(a,b):a € A,b € B}
Single linkage min{d(a,b):a € A,b € B}
1
Average linkage [39] WZ Z d(a, b)
a€A beB
Centroid linkage IXa — Xgll,  where Xy = nikzlnzko Xki
Ward linkage [37] n, ng % where Xg = nikZ?zko Xki
weighted linkage d((a, b), c) = w where Cis a third observed set
median linkage Similar to average linkage but using the statistical median

Figure 47 — Table with the linkage criteria used.

5.12.2 K-means clustering [40]

K-means (MacQueen, 1967) is one of the simplest unsupervised learning
algorithms to solve clustering problems. The procedure classifies a given dataset through

a certain number of clusters (assume k clusters) fixed a priori.

It defines k centroids, one for each cluster. These centroids shoud be placed in a
cunning way because of different location causes different result. So, the best choice is to
place them as much far away as possible from each other. In the next step it takes each
instance belonging to a given dataset and it associates it to the nearest centroid. When no
instance is pending, the first step is completed and an early groupage is done. At these
instances the algorithm re-calculates k new centroids as barycenters of the clusters
resulting from the previous step. After calculating these k new centroids, a new binding
has to be done between the data and the nearest new centroid. Thus, a loop has been
generated. As a result of this loop we may notice that the k centroids change their location
step by step until no more changes are done. In other words, centroids do not move any

more.

Finally, this algorithm aims at minimizing an objective function, in this case, a

squared error function. The objective function
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J =B |5 - o

MO

2 .
; ” is a chosen distance measure between a data point xi(]) and the

where | C;

J
cluster centre ¢; , is an indicator of the distance of the n data points from their respective

cluster centres.
The algorithm is composed of the following steps:

1. Place k points into the space represented by the objects that are being clustered. These
points represent initial group centroids.

2. Assign each object to the group that has the closest centroid.
When all objects have been assigned, recalculate the positions of the k centroids.

4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of

the objects into groups from which the metric to be minimized can be calculated.

Although it can be proved that the procedure will always terminate, the k-means
algorithm does not necessarily find the most optimal configuration, corresponding to the
global objective function minimum. The algorithm is also significantly sensitive to the
initial randomly selected cluster centres. The k-means algorithm can be run multiple

times to reduce this effect.

5.12.3 Multivariate Gaussian mixture clustering and
Expectation Maximization [41]

In practice, each cluster can be mathematically represented by a parametric
distribution, like a Gaussian or Normal distribution. The entire data set is therefore
modelled by a mixture of these distributions. An individual distribution used to model a

specific cluster is often referred to as a component distribution.

e A mixture model with high likelihood tends to have the following features:
e component distributions have high “peaks” (data in one cluster are tight);
e the mixture model “covers” the data well (dominant patterns in the data are

captured by component distributions).
Main advantages of model-based clustering:

o well-studied statistical inference techniques available;
e flexibility in choosing the component distribution;
e obtaining of a density estimation for each cluster;

e a “soft” classification is available.

The multivariate normal distribution of a n-dimensional random vector x

X=[x1, x2 0, X

53



can be written in the following notation
X ~Np(u,2)
with n-dimensional mean vector
u=[E[x1], .. E[x5]]
and n,n covariance matrix

2 = [Cov[x;,x;]], with i,j =

1,2,...n

Regarding the covariance matrix it can be considered two cases:

the covariance matrix is diagonal. The contour lines

are axes-parallel ellipses.

A
— 0, Oy
Ty /_ 4\
2
3 = GE—]I 02 -
a; \/

Figure 48 — Graphical example of the case of a diagonal covariance matrix

the covariance matrix is full. The contour lines are rotated ellipses.

Ty
2
E o O—I T,
— 2 -

Figure 49 — Graphical example of the case of a full covariance matrix

Consequence: A full covariance matrix describes a s

5.12.3.1 Gaussian Mixture Models
Like K-Means, Gaussian Mixture Models (GMM)

unsupervised learning or clustering methods. They are

caling and a rotation.

can be regarded as a type of

among the most statistically
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mature methods for clustering. But unlike K-Means, GMMs (visit [42] for more details)
are able to build soft clustering boundaries, i.e., points in space can belong to any class
with a given probability. Actually, clusters can be considered as Gaussian distributions
centred on their barycentres, as we can see in this picture, where the grey circle represents
the first variance of the distribution.

-

Figure 50 — Graphical example of the first variance of the two Gaussian distributions

In statistics, a mixture model is a probabilistic model which assumes the underlying
data to belong to a mixture distribution. In a mixture distribution, its density function is
just a convex combination (a linear combination in which all coefficients or weights sum
to one) of other probability density functions:

p(x) = wip; (x) + -+ + wypp (X)

The individual p;(x) density functions that are combined to make the mixture
density p(x) are called the mixture components, and the weights w;, wy, ..., w, associated

with each component are called the mixture weights or mixture coefficients.

The most common mixture distribution is the Gaussian (Normal) density function,
in which each of the mixture components are Gaussian distributions, each of them with

their own mean and variance parameters.
p(x) = wiN(x|ugZ1) + -+ wy N (x| 23)
We can obtain the likelihood of the sample:

P(XlWi, U, e ;.un)

What we really want to maximize is
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P(xlﬂlﬂ hun)

the probability of a datum, given the centers of the Gaussians
PGl = ) PP EIWi e bn)
i

It is the base to write the likelihood function:

k

P(datalu) = | | ) POPCelwy s, - itn)

i=i

Now we should maximize the likelihood function by calculating aa—:_ = 0, but it

would be too difficult. That’s why we use a simplified algorithm called EM
(Expectation-Maximization).

5.12.3.2 The EM Algorithm

The algorithm which is used in practice to find the mixture of Gaussians that can
model the data set is called EM (Expectation-Maximization) (Dempster, Laird and Rubin,
1977).

In statistics, an expectation—maximization (EM) algorithm is an iterative method
for finding maximum likelihood of parameters in statistical models, where the model
depends on unobserved latent variables. The EM iteration alternates between performing
an expectation (E) step, which creates a function for the expectation of the log-likelihood
evaluated using the current estimate for the parameters; and a maximization (M) step,
which computes parameters maximizing the expected log-likelihood found on the E step.
These parameter-estimates are then used to determine the distribution of the latent

variables in the next E step.

Given a statistical model consisting of a set X of observed data, a set of unobserved
latent data or missing values Z, and a vector of unknown parameters 8, along with a
likelihood function L(8; X, Z) = p(X, Z|0) , the maximum likelihood estimate (MLE) of

the unknown parameters is determined by the marginal likelihood of the observed data
L(O:X) = p(X16) = ) p(X,Z]6)
Z

However, this quantity is often intractable.

The EM algorithm seeks to find the MLE of the marginal likelihood by iteratively
applying the following two steps:
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Expectation step (E-step): Calculate the expected value of the log likelihood
function, with respect to the conditional distribution of Z given X under the current

estimate of the parameters 8(®:
Q(8]6®) = Eyx g[log L(6; X, 2)]
Maximization step (M-step): Find the parameter that maximizes this quantity:
6D = argmax, Q(6[6®)

5.12.3.3 The EM Algorithm applied to the Gaussian mixture models

Let X = [x;, ..., x,/ be a sample of n independent observations from a mixture of
two multivariate normal distributions of dimension d, and let z=(z,,...,z,) be the latent

variables that determine the component from which the observation originates.
For more detailed information the reader is addressed to [44].
Xil(Z; = D~Ng(uy, 21) and X;|(Z; = 2)~Ng(p2, 22)
Where
PI(Z;=1)=1, andP|(Z; =2)=1,=1—14

The aim is to estimate the unknown parameters representing the "mixing" value

between the Gaussians and the means and covariances of each:

0 = (1, #1;.11221,22)

where the likelihood function is:
n 2
LO:x2) = pleld) = | [ Y 1 =Df e %)
i=1 7

where [ is an indicator function and f is the probability density function of a

multivariate normal. This may be rewritten in exponential family form:
n
2 , 1 1 o, d
LO:x2) =) Z} 1z = ) llogz; = 5log|%j1 =5 (x: = 1)) 57 (x: — ;) = 3 log 2m)]
i=1 B

To see the last equality, note that for each i all indicators I(z; = j) are equal to zero,
except for one which is equal to one. The inner sum thus is reduced to a single term.
E-step

Given our current estimate of the parameters 6(z), the conditional distribution of the
Ziis determined by Bayes theorem to be the proportional height of the normal density
weighted by z:
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tOf (1, 20) + 10 f O 1, 25

T P(Z = j|Xi = x;6®) =

Thus, the E step results in the function:

Q(8|6®) = Eyy g [log L(6; X, 2)]=
2 1 1 T d
= szlejfit) [logr; = 510g|Z)l =5 (xi — ;) 57 (% = ;) — 5 log (2m)]

M-step

The quadratic form of Q(Q |9(t)) means that determining the maximising values of
0 is relatively straightforward. Firstly, note that 7z, (u;,2;) and (u52>) may be all

maximised independently of each other since they all appear in separate linear terms.

Firstly, consider 1, which has the constraint z; + 7,=1:

T = argmax, Q(8|6®)=argmax, {[ ?lel(t-)]logrl + [Z?zl Tz(t.)]logrz}

n ,L

This has the same form as the MLE for the binomial distribution, so:

®

e __ 2=l 1IN o

L S R 3 N A &
i=1(Ty +T5;) =1

For the next estimates of (u;,X;):

t+1 t+1
uy ", 2y = argmax,, 5, Q(6]0©)=

n 1 1
— argmax,,s, y T {5 lognlznl - =5 G- w5 G - w)
i=
This has the same form as a weighted MLE for a normal distribution, so
=1 T1(,? Xi

n T(f)

=111,

(t+1) _
1 =

and

?=1 T1(_? (xi _ ﬂ§t+1))(xi _ ﬂ§t+1))T

n T(f)

=111,

21(t+1) _

and, by symmetry:

n ®
i=1 12, Xi

©
i=1 T2,

(t+1) _
2 =
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sleen) _ 2zt o (= ™) (i = “EHD)T
(4D -

©
i=1 Ty

5.12.4 Fuzzy k-means clustering

Fuzzy c-means (FCM) is a method of clustering which allows the instances of the
dataset to belong to two or more clusters. This method (developed by Dunn in [45] and
improved by Bezdek in [46]) is based on minimization of the following objective

function:

]m:ZZuZ'll|xi—Cj||2, 1<m<o

i=1j=1

N C
=1
where m is any real number greater than 1, u; is the degree of membership of x; in
the cluster j, x; is the i™ of d-dimensional measured data, c; is the d-dimension center of
the cluster, and ||*|| is any norm expressing the similarity between any measured data and

the center.

The parameter m is called the fuzziness coefficient; the higher m is, the softer the

cluster boundaries are.

Fuzzy partitioning is carried out through an iterative optimization of the objective

function shown above, with the update of membership u;; and the cluster centers c; by:

1
Uiy = 2
c [l = g™
““Hlxi = ol
! ?:1“5’1
(k+1) _ (k)

This iteration will stop when max; ; {|u u } < &, where ¢ is a termination

ij ij

criterion between 0 and 1, whereas & are the iteration steps.

This procedure converges to a local minimum or a saddle point of J,, .

The algorithm is composed of the following steps:

1. Initialize U=[u;;] matrix, u”

2. At k-step: calculate the centers vectors c® =[c;] with u®
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] N m
1“1]
3. Update UY , U®D
1
Uij = 2
| — ™"
e P

4. 1f || U - UM||< & then STOP; otherwise return to step 2.

As already told, data are bound to each cluster by means of a Membership Function,
which represents the fuzzy behaviour of this algorithm. To do that, we simply have to
build an appropriate matrix named U whose factors are numbers between 0 and 1, and

represent the degree of membership between data and centers of clusters.

Finally, to classify every instance of the data as MiDZ or SZ it is necessary to

discretize memberships values to 1 or 0.
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6 Experiments

In order to clarify the experimentation process the experiments carried out will try to
find out the best clustering technique of the previously studied.

6.1 Agglomerative hierarchical clustering

There are different metric distances and linkages involved, but not all the
combinations between them are possible or have sense. The cases studied are:

LINKAGE CRITERIA
w [m) [a)]
© 0 w = o z 5
= T o T < a &
< [a)] =
= = = " = s | oz
< S ” 2 = 5
4]
= EUCLIDEAN X X X X X X
'—
s Q. EUCLIDEAN X X X X X X X
w
g MANHATTAN X X X X
<
% MINKOSKI e. 0.5 X X X X
MINKOSKI e. 3 X X X X
CHEVYCHEV X X X X
MAHALANOBIS X X X X
COSINE X X X X

Figure 51 — Table of the considered combinations between the different distance metrics
and linkage criteria
6.2 K-means clustering

For the K-means clustering can be considered different distance metrics. The cases
studied are three: squared Euclidean distance, Manhattan distance and cosine distance

6.3 Multivariate Gaussian mixture models clustering

Regarding multivariate Gaussian mixture models clustering the options compared
are two. The case where the covariance matrix is diagonal and the case where is full.

6.4 Fuzzy k means

Fuzzy K-means clustering allow some parametric control with the fuzziness
coefficient, so different values will be experimented: 2, 3, 5, 10, 100 and 250.
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7 Results

The results of every experiment done with the eleven gathered datasets are
graphically and parametrically described in the following points.

All the following graphical representations of the results section are referred to the
dataset created from document 1. Remember that x axis is the height of a recognized
element and y represent its density. Red dots are text MaDZ, blue dots are SZ and green
dots are MiDZ.

300 -
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Figure 52 — Space of characteristics of the original preprocess

7.1 Preprocessing 1

As it was explained before, the first preprocessing deals with some outliers of the
datasets and classifies them by following some previously described criteria. The table
shows the error rate of the preprocessing 1.

number of instances classified wrongly
x 100

error rate (%) = -
(%) total number of instances
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300

250F
200+
150+
100+
O
O
50 B .
o O % O
O
0 | | | | |
0 50 100 150 200 250
docl1l | doc2 | doc3 | doc4 | doc5 | doc6 | doc7 | doc 8 | doc9 [doc10|doc 11
45 0 10 10 41,86 | 41,86 | 11,76 | 42,86 | 59,46 | 22,73 | 4,76

Figure 53 —Characteristics space and error rates % associated with prepro. 1.

The error rate can be high in some datasets but, as we will see later, it doesn’t have
an appreciable influence in the final error rate of the whole dataset due to the small
amount of instances involved in this preprocessing.

In this methodology the error rates higher than 50% have sense because, in the
preprocessing processes, the classification is done by a criterion previously establish. It is
not the result of applying a soft computing technique.

7.2 Preprocessing 2

The second preprocessing deals with the rest of outliers of the datasets and
classifies them by following additional criteria also explained in previous sections. The
table shows the error rate of the preprocessing 2.
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S0
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40

35

25

20

22

24

26

28

30

32

34

doc1

doc 2

doc 3

doc 4

doc 5

doc 6

doc 7

doc 8

doc9

doc 10

doc 11

23,81

71,43

14,29

14,29

28,57

28,57

0

30,56

0

0

42,86

Figure 54 —Characteristics space and error rates % associated with prepro. 2.

Again, the error rate can be high and, in some cases, unsatisfactory but, as the first
preprocessing, it doesn’t have an appreciable influence in the final error rate.
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7.3 Preprocessing 1 and 2 results. Summary table

The following table shows the minimal influence of the mistakes done in both
preprocessings in the final error rate of the whole dataset.

1 2 3 4 5 6 7 8 9 10 11

Error rate (%)
from 4501 0,0 |10,0|10,0(41,9|41,9|11,8|42,9|59,5|22,7| 4,8
preprocessing 1

Error rate (%)
from 23,8171,4|143|143|286(286| 0 |[306| O 0 |429
preprocessing 2

Error rate (%)
from both
preprocessings
together

37,7|15,2|11,8|11,8|38,6|38,6| 53 |32,6|31,5|12,0| 17,5

Number of
instances for both | 61 33 17 17 57 57 32 86 39 25 63
preprocessings

Total number of 115 | 105
instances of the 327 | 726 | 865 | 649 | 593 | 311 | 396 | 643 | 923
datasets

Percentage of
preprocessed 53113152 |23 |66 |88|541|27,7|98 | 39| 68
instances

Error rate (%)
from both
preprocessings
together

0,02 0,00|0,010,00|0,03/0,03|0,03|0,09|0,06|0,01|0,01

Figure 55 — Table with the percentage of errors by preprocessing and their influence
in the total percentage of errors.

7.4 Agglomerative hierarchical clustering

Using agglomerative hierarchical clustering the comparison would be from
different distance metrics and linkage criteria. For the following points, the tables will
show the ratio of the mistakes done by the algorithms with a different formula. They will
be calculated in the positive way, it means, in terms of success rate.

number of instances classified correctly

success rate (%) = - x 100
total number of instances

success rate = 100 — error rate
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All the following graphical representations of the results section are referred to the

dataset created from document 1.

The graphical representations and the success rates tables are:

7.4.1 Euclidean distance and average linkage
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docl1 | doc2 | doc3 | doc4 | doc5 | doc6 | doc7 | doc8 | doc9 |doc 10 |doc 11
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7.4.2 Euclidean distance and complete
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7.4.3  Euclidean distance and single linkage
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7.4.4 Euclidean distance and weighted linkage
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7.4.5 Euclidean distance and ward linkage

110

100+

a0

60
50
40

30

90+

70

20
5]

Q

+ (I OO

doc1

doc 2

doc 3

doc 4

doc 5

doc 6

doc7

doc 8

doc 9

doc 10

doc 11

83,42

84,13

81,29

79,55

74,13

69,76

69,52

77,23

53,78

33,98

77,09

7.4.6
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7.4.7 Euclidean distance and centroid linkage
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7.4.8 Squared Euclidean distance and average linkage
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7.4.9 Squared Euclidean distance and complete
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7.4.10 Squared Euclidean distance and single linkage
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7.4.11 Squared Euclidean distance and weighted linkage
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7.4.12 Squared Euclidean distance and ward linkage
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7.4.13 Squared Euclidean distance and median linkage
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7.4.14 Squared Euclidean distance and centroid linkage
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7.4.15 Manhattan distance and average linkage
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7.4.16 Manhattan distance and complete
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7.4.17 Manhattan distance and single linkage
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7.4.18 Manhattan distance and weighted linkage
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7.4.19 Minkowski (exp 0.5) distance and average linkage
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7.4.20 Minkowski (exp 0.5) distance and complete
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7.4.21 Minkowski (exp 0.5) distance and single linkage
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7.4.22 Minkowski (exp 0.5) distance and weighted linkage
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7.4.23 Minkowski (exp 3) distance and average linkage
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7.4.24 Minkowski (exp 3) distance and complete
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7.4.25 Minkowski (exp 3) distance and single linkage
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7.4.26 Minkowski (exp 3) distance and weighted linkage
110
100+
o
sob 0 ° o
I
70| i g
60 - 8 8
(_3 =
5§
50 6 8 & ! ! )
40+ 8 8 s @
t‘ b @ : o (=]
30 2 i o ¢ o ¢
g s} ~ [a]
20 L L L L L J
B 8 10 12 14 16 18 20
docl | doc2 | doc3 | doc4 | doc5 | doc6 | doc7 | doc8 | doc9 |doc 10 |doc 11
83,61 | 57,98 | 81,29 | 77,01 | 72,40 | 65,71 | 70,23 | 82,59 | 48,46 | 66,83 | 73,02

79




7.4.27 Chebychey distance and average linkage
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7.4.28 Chebychev distance and complete
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7.4.29 Chebychev distance and single linkage
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7.4.30 Chebychey distance and weighted linkage
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7.4.31 Mahalanobis distance and average linkage
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7.4.32 Mahalanobis distance and complete
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7.4.33 Mahalanobis distance and single linkage
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7.4.34 Mahalanobis distance and weighted linkage
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7.4.35 Cosine distance and average linkage
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7.4.36 Cosine distance and complete
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7.4.37 Cosine distance and single linkage
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7.4.38 Cosine distance and weighted linkage
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K-means clustering

For the K-means clustering different distance metrics can be considered. The cases
which were studied are three: squared Euclidean distance, Manhattan distance and cosine

distance

7.4.39 Squared Euclidean distance
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7.4.40 Manhattan distance
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7.4.41 Cosine distance
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21,79 | 81,00 | 81,29 | 70,66 | 73,27 | 65,71 | 70,77 | 83,04 | 49,86 | 33,01 | 75,00

Multivariate Gaussian mixture models clustering

Regarding multivariate Gaussian mixture models clustering the options which were
compared are two, the case where the covariance matrix is diagonal and the case where it
is a full matrix (not diagonal).

7.4.42 Full Covariance matrix
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82,97 | 81,68 | 81,29 | 70,66 | 75,25 | 65,54 | 70,77 | 77,23 | 48,46 | 33,98 | 75,23
7.4.43 Diagonal Covariance matrix
pdf(obj,[x.y])
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Fuzzy k means

Fuzzy K-means clustering allows some parametric control with the fuzziness
coefficient, so different values will be experimented: 2, 3, 5, 10, 100 and 250.

7.4.44 Fuzziness coefficient = 2
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docl1 | doc2 | doc3 | doc4 | doc5 | doc6 | doc7 | doc8 | doc9 |doc 10 |doc 11
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7.4.45 Fuzziness coefficient = 3
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7.4.46 Fuzziness coefficient = 5
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7.4.47 Fuzziness coefficient = 10
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7.4.48 Fuzziness coefficient = 100
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7.4.49 Fuzziness coefficient = 250
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7.5 Success rates for all datasets, techniques and their variants.
Summary table

In the following table some abbreviations were committed due to the lack of space.
The meanings are:

e av =average

e 0 =complete

e si=single

e we = weighted
e Wa=Ward
e me = median

e ce = centroid

e sg = Squared Euclidean
¢ Ma = Manhattan
e COS = cosine

o fu=full
e di =diagonal

The colored cells of following table represent the better results, being the lightest

the worst and the darkest the best.
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% | g av | 81,2 (81,0813 |793|749|655]|708 772|485 (338|749 699 | 153
% g < | co |944|844 813|745 |81,4|664|702]|772|51,3(338|760]| 71,9 | 16,7
e | €8 | si |21,8|81,0/803|702|733|657|708]830]499330|752]| 640 | 204
g = we [ 309|836 |81,3|725]|754|657|702|830|51,3|338|772]| 659 | 19,0
T | g av | 21,8 | 185 17,4 | 288 | 76,4 | 65,7 | 28,7 | 13,4 | 48,7 | 33,0 | 76,2 | 39,0 | 23,8
g ™ | co | 875|849 |813|700 749 | 657|777 | 879|487 330|767 | 71,7 | 171
€& | si |21,8|185 174|288 |250 (657 (287|134 |499|330]|243]| 297 @ 154
= we | 82,4 | 18,5 | 17,4 | 89,0 | 75,0 | 65,7 | 28,7 | 77,2 | 49,9 | 33,0 | 762 | 557 | 27,0
> av | 83,0817 (813|707 |752|655]|706|772|485|340|750]| 693 | 15,2
S co | 875|836 (81,3707 |743 |657|706 |826|485|330|762]| 704 | 164
E si | 21,8|81,0|81,3|707|733|657|708 839|499 (330|750 642 | 206
© we | 83,6840 (813698743 662|702 |826|485|668 |534]| 71,0 | 12,0
2 av |21,8|185 | 184 | 28,8 | 73,1 | 65,7 | 28,7 | 13,4 | 49,9 | 33,0 | 743 | 387 | 23,0
2 co | 21,8 (81,9 (184|702 |743 |652|688|196 49,9 |330|764]| 52,7 | 249
B si | 21,8185 |17,4 | 28,8 | 250 | 65,7 | 28,7 | 13,4 | 49,9 [ 33,0 | 243 | 29,7 | 154
s we | 21,8184 | 17,4 | 288 | 67,0 | 65,7 | 28,7 | 83,0 | 49,9 | 33,0 | 758 | 445 | 245
av | 255|184 83,2 |83,1|270|703|291|768|555|330|244]| 478 | 261
2 co | 246|184 91,6 | 788|431 |80,9 738|759 69,7 333|247 559 | 27,2
8 si | 21,9 185|177 289 | 251|657 708|147 |501 328|244 337 | 196
we | 23,7600 | 287 |831|762|736|709|746 664|328 |815]| 61,1 | 22,0
@ sq | 87,5|830 852|787 752|698 |695|772|51,8|668|771| 747 | 100
é Ma | 92,2 | 54,8 | 89,0 | 79,1 | 63,5 | 57,9 | 45,8 | 67,9 | 54,3 | 70,2 | 63,0 | 67,1 | 14,7
V cos | 959 [ 93,4 | 91,6 | 83,6 | 84,3 | 81,6 | 82,2 | 759 | 69,2 | 78,5 | 84,7
£ fu | 91,1 | 950 |81,3|870 850877786 808|560 785 |94,4| 832 | 108
§ di | 91,8950 |829|862]|859|867|766|808|555]|773|783]| 81,5 | 104
88,0 [ 83,2829 (787|733 (696|693 |772|521|668|771| 744 9,9
g 89,0 [ 83,9 | 832|787 |635|699 |683|772|535|686|771| 739 | 103
§ 90,4 | 85,2 | 85,2 | 78,7 | 61,9 | 69,9 | 51,5 | 76,8 | 53,8 | 68,1 | 685 | 71,8 | 128
< 10 | 91,4 | 80,8 | 87,4 | 78,4 | 61,3 | 68,6 | 49,9 | 76,3 | 51,8 | 68,3 | 66,6 | 71,0 | 13,4
5 100 | 93,4 | 63,8 | 88,7 | 75,2 | 58,9 | 63,7 | 51,9 | 61,6 | 51,3 | 59,7 | 64,3 | 66,6 | 13,7
250 | 93,3 | 81,9 | 88,4 | 78,6 | 58,7 | 66,6 | 47,6 | 65,2 | 56,6 | 66,8 | 66,2 | 70,0 | 14,0
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There are several combinations that have unsatisfactory results, but most of them
are near the 70% of success rate, which is not bad. It would mean that 7 out of 10 elements
are correctly recognized.

Only hierarchical agglomerative clustering with squared Euclidean distance and
ward linkage, K-means and cosine distance and multivariate Gaussian mixture models
reach an success rate higher than 80%. It would mean that more than 8 out of 10 elements
are correctly recognized.

Clust. | Dist |Link| d1 | d2 | d3 | d4 | d5 | d6 | d7 | d8 | d9 | d10 | d11 | Mean | Std Dev

Hier.
sq.Eu| wa | 96,7]95,3/91,9/80,0|89,9|69,9|92,7|81,7|54,1/69,9|94,4| 83,3 13,7

Agglo.

K-means co |959/93,4/91,6|83,6|84,3|81,6|82,2|75969,2|78,5|84,7| 83,7 7,8

Gmm fu {91,1/95,0|81,3|87,0/85,0|87,7|78,6|80,8|56,0|78,5|94,4| 83,2 10,8

Figure 56 — Clustering techniques with better results for all the datasets.

K-means clustering and cosine distance has the best mean success rate considering
all the datasets and, furthermore, it seems to be the robustest one, as it indicates its
standard deviation. It also has the best success rate in the document 9 where all the
techniques decrease their success rates drastically.

If we want to remove the dataset documents that have an abnormally low success
rate (documents 6, 9 and 10) the success rate can reach higher values than 90%, which
means that more than 9 out of 10 elements are correctly recognized. Then, the
hierarchical agglomerative clustering with squared Euclidean distance and Ward linkage
would clearly have the best success rate and they would be the robustest.

Clust. Dist Link 1 2 3 4 5 7 8 11 mean | std. dev.
Hier.
sq.Eu | wa | 96,7 | 95,3 | 91,9 | 80,0 | 89,9 | 92,7 | 81,7 | 94,4 | 90,3 6,2
Agglo.
K-means co | 959 (934|916 | 83,6 | 84,3 | 82,2 | 759 | 84,7 | 86,4 6,7
Gmm fu 91,1 | 95,0 | 81,3 | 87,0 | 85,0 | 78,6 | 80,8 | 94,4 | 86,7 6,3

Figure 57 — Considering only the datasets where the algorithms perform the best
results.
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8 Conclusions

The main conclusion that can be drawn from this work is that the proposed challenge
can be achieved. The present work covers all the initial points successfully. Furthermore,
the success rates are quite high (average near 90%). Previously to the beginning of the
project, and due to fact that the subject was totally innovative, the question about a
possible solution to visual drawbacks derived from reading in small devices didn’t have
an answer. Now there is an open door to an unexplored field which seems to have an
important place in the future daily life.

The project tackled a determined type of text documents but the approach is open to be
improved in order to spread the range of document types which are able to be processed
by the proposed methodology.

Although a document text can have innumerable possibilities of format, fonts and
structure, there won’t be an algorithm that could always work well. Anyway, the
proposed solution offers robustness to failures. Three of the forty nine algorithm variants
experimented, belonging to four clustering families, showed excellent success rates and
quite acceptable robustness. The best algorithms were K-means using cosine distance,
hierarchical agglomerative clustering using squared Euclidean distance and Ward
linkage, and multivariate Gaussian mixture models using a full covariance matrix option.

This successful result encourages future researches on this topic which could finally
lead to a practical solution, materialized in a software solution.

9 Future works

Regarding the methodology proposed, there is one step further it can go. It is possible
to build an ensemble with the algorithms studied. It would improve the performance of
the solution.

Basically, the future works can be divided into researches related to a real software
solution, researches related to the application and possible benefits in daily life and
researches related to artificial intelligence and computer vision.

9.1 Areal software solution.

Luckily, the work on this topic has not finished yet. We still have a long way to walk
until a final application could be integrated in daily life as other technological advances
had.
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After achieving the initial challenge which this research proposes, the classification of
the information extracted from the document text can be done at real time with a high
successful rate. Thus, we could start the next advances from that point onwards.

The following step would be developing a user interface which would ask the user to
customize some of the most representative instances of every class. Then the set of
preferences would be extrapolated to the rest of the instances. Also, the application could
keep a record of the most representative decisions taken by the user, as the case-based
reasoning algorithms would do it. In that manner, the algorithm could start to take its own
decisions in repetitive cases or notify the user that some customizing decision goes
against decisions taken previously.

Once this interaction with the user is covered, the decisions could be applied to the rest
of the instances with fuzzy logic techniques. It would propitiate that the extrapolation of
the decisions would become flexible and auto-adapt to every instance.

Regarding soft computing techniques, the next step would be elaborating an optimal
graphic sequence strategy based on the previous customization and adaptation. It means
that the application should create a sequence of scrollings and zoomings that would move
along the document optimizing the visualization and, at the same time, minimizing the
interaction by the user. Here, the optimization of different features at the same time seems
to fit with multiobjective metaheuristics.

The last step would be the creation of a user interface where the optimal graphic
sequence could be performed with some options which would let the user amend the
possible cases classified wrongly, navigate through the document with the application
assistance on/off, rectify the customization, etc.

In the best case, the user would only have to jump to the next scrolling and zooming
position that the application chose by pressing a button ‘next’, ‘forward’ and ‘backward’,
double clicking in different areas of the screen, etc. For example, double clicking on the
right side of the screen would go forward and on left side would go backwards.

The popular grab & drag and pich open & close tools for interacting with touching
screens could be present at the same time too.
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Ab_tract—This paper describes a general fuzzy min-max
(GFM 1) neural network which is a generalization and extension
of the [uzzy min-max clustering and classification algorithms de-
velope{ by Simpson. The GFMM method combines the supervise,
and ulsupervised learning within a single training algorith
The filsion of clustering and classification resulted in an algo-
rithm ‘hat can be used as pure clustering, pure classificatfon,
or hyl-id clustering classification. This hybrid system exhjbits
an int(resting property of finding decision boundaries betjveen
classes while clustering patterns that cannot be said to belgng to
any of existing classes. Similarly to the original algorithnjs, the
hyperlHx fuzzy sets are used as a representation of clustérs and
classes Learning is usually completed in a few passes thrgugh the
data a| d consists of placing and adjusting the hyperboxgs in the
patteri space which is referred to as an expansion—cgntraction

roces.. The classification results can be crisp or fuzzy/New data

is unlabeled and one has to deal with the task of splitting a set of
patterns into a number of more or less homogenous cluster with
respect to a suitable similarity measure. Patterns which arj sim-
ilar are allocated to the same cluster, while the patterns [vhich
differ significantly are put in different clusters. Regardlesshf the
clustering method the final result is always a partition of pd terns
in disconnected or overlapped clusters.

Very often these two training sthategies are treated sepd ately
since they have their specific enWronments and applicdiions.
However, it can be observed that ope of the humans® stréhgths
in solving classification problems & the ability to combie la-
beled and unlabeled data. When one\does not know how t¢ clas-
sify a new object (pattern), one is aljle to remember its ¢ arac-

can

ter

all the interesting features of the original algorithmy, a number

with other objects. \

of modifications to their definition have been madg in order to
accommodate fuzzy input patterns in the form of lower and upper
bounds, combine the supervised and unsupervised/learning, and
improve the effectiveness of operations.

A detailed account of the GFMM neural netwgrk, its compar-
ison with the Simpson’s fuzzy min-max neural ngtworks, a set of
examples, and an application to the leakage detegtion and identifi-
eation in water distribution systems are given.

Index Terms—Classification, clustering, fufzy systems, fuzzy
min-max neural networks, pattern recognitiog.

Another important characteristic o} human reasoning 1s the
ease with of coping with uncertain or imbiguous data encoun-
tered in real life. The traditional (statis\ical) approaches to pat-
tern classification have been found inadequate in such circum-
stances and this shortcoming has promptbd the search for a more
flexible labeling in classification problergs. The theory of fuzzy
sets was suggested as a way to remedy thyis difficulty. The sem-
inal publication reporting the use of fuzzy\ sets in pattern recog-
nition was that of Bellman er al. [4]. Sinte then the combina-

tion of fuzzy sets and pattern classificatipn has been studied
by many researchers [5], [6], [26]. The fleXibility of fuzzy sets
a_nd the comput&tional efficiency of neural petworks with their
-]jﬂﬂlh signilicani progress, cgmputer-based patlern | proven record in pattern recognition problems has caused a great
recognition faces continuous challenge from human § amount of interest in the combination o r’r;rwo [2]. [6]. [9].
- SRLCUVEE I RAVIRY LA ) P N A B P B ) A R B
complex classification tasks which fstill cannot be handled The pattern recognition method reported i this paper orig-
easily by computers. inated from our investigation into uncertain \information pro-
One of the more promising appyfoaches to computer-based it | dapic spieb-Feraranattenad
pattern recognition is the use of artificial neural networks. They | control of industrial processes [4], [12]. sential require-
have been successfully used in mghy pattern recognition prob- | ments of such a system were: the ability to prycess input data
lems [7], [16], [29]. There are two main training strategies for | in form of confidence limits; the ability to incofporate new in-
pattern classification procedures supervised and unsupervised | formation without need to completely retrain thg network; and
learning. In supervised learning, often referred to as a pattern | the ability to combine the supervised and unsupetvised learning
classification problem, class lapels are provided with input pat- | strategies within a single algorithm.
terns and the decision boundayy between classes that minimizes The fuzzy min-max (FMM) clustering and lassification
misclassification is sought. Ifi unsupervised learning, often re- | neural networks [30], [31], with their representatipn of classes
/i ini as hyperboxes in n-dimensional pattern space an(l their con-

L. INTRODUCTION

natural basis for our development. Interesting derivatives of the
ked January 15, 1999 and June 22, | original FMM can also be found in [17] and [21].

Tie proposed] generalized fuzzy min-max (GFMM) neural
network incorpdrates significant modifications thal improve
the effectiveness| of the original algorithms. In develbping the
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Figure 58 — Graphical simulation of the scrollings and zooming created by the
proposed application
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9.2 Applications and benefits in daily life.

As it was mentioned in the state of art, there are several researches about the amount of
scrolling needed to read a document and its influence on the readability and
comprehension of the reading. Also, there are researches on the influence of the screen
sizes and the font size, and hence, on the zooming needed. It should be remembered that
all the papers can be summarized in the idea that the user reduces the reading
comprehension when parallel mental processes to read are active. The main cases are
zooming and scrolling derived of the use of small screens and very small or very big
fonts.

An example of the benefits of this kind of software tools in society would be the aid
that they could suppose to disabled persons. Tetraplegic individuals or people with
reduced mobility in their upper limbs or hands, like the well-known case of Stephen
Hawkins, would extremely appreciate a software tool which could minimize their
interaction with control-related hardware devices.

Another possible benefit to the society would be the possibility to detect issues related
to sight problems in children in very early ages. The study of the amount of interactions
that children would have with the software could stand out some suspicious patterns
related to any type of disease or deficiency. Those issues, commonly hidden or really
difficult to detect for adults, can be discovered automatically. It would be useful for
grown children, at the age when the reading learning starts, to help to detect dyslexia or
attention deficit hyperactivity disorder (ADHD) [48]. It also can be used to periodic adult
revisions or rehab processes. It is also remarkable the great help that it would suppose in
the detection of early Alzheimer cases in mature people.

9.3 Artificial intelligence and computer vision.

The research could be transferred to other subjects in the field of artificial intelligence.
The development of this technology could open a possibility to processing intelligently
captured text in every possible media, i.e. with an image recorder (camera, video recorder
or similar). It would allow artificial devices to have the capability of reading as humans
do. This kind of development would open the door to further steps in computer vision and
artificial intelligence. If we consider the achievements in soft computing techniques
related with fuzzy logic and computing with perceptions, and the interaction
humans-robots [15] [47] and the natural language, the possibilities are immense.
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