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Abstract

Complete pre-orders can be characterized in terms of the transitivity
of the corresponding strict preference and indifference relations. In this
paper, we investigate this characterization in a fuzzy setting. We consider
two types of completeness (weak completeness and strong completeness)
and decompose a fuzzy pre-order by means of an indifference generator,
in particular a Frank t-norm. In the weakly complete case, we identify
the strongest type of transitivity of the indifference and strict preference
relations in function of the generator used for constructing them. In the
strongly complete case, we lay bare a stronger type of transitivity of the
strict preference relation. We conclude the paper with a rather negative
result: there is no hope to obtain a compositional characterization of
weakly complete fuzzy pre-orders, and hence also not of fuzzy pre-orders
in general.

keyword Frank t-norm, fuzzy pre-order, indifference, strict preference,
transitivity

1 Introduction

In many applications of relational calculus, transitivity is a desirable, even es-
sential property of the relations involved. A trivial, yet useful observation is the
fact that the transitivity of a complete relation is equivalent to the transitivity
of its symmetrical and asymmetrical parts. Or, using the language of preference
modelling, “the transitivity of a complete large preference relation is character-
ized by the transitivity of the corresponding indifference and strict preference
relations”.

This simple observation poses quite a challenging problem when trying to
express it in fuzzy relational calculus. There the matter is far more complicated,
mainly because of the multiple degrees of freedom involved. First, there is no
unique notion of transitivity for fuzzy relations. Second, there is no unique
notion of completeness. Third, there is no unique way to decompose a large
preference relation. The design choices made in this paper are the following:

(i) We restrict the problem to min-transitive large preference relations, as
they have received ample attention before [14]. Moreover, min-transitivity
is an essential property in fuzzy relational calculus [8, 12].
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(ii) We focus our attention on two popular types of completeness, known as
strong and weak completeness, as they are the ones considered before in
this problem setting [4, 10].

(iii) For the decomposition, we call upon the successful framework of indiffer-
ence generators developed by De Baets and Fodor [6]. The transitivity
of the resulting components will be expressed as precisely as possible by
means of appropriate conjunctors.

In the strongly complete case, the choice of the indifference generator is
immaterial. In that case, a characterization of min-transitive large preference
relations in terms of the corresponding indifference and strict preference rela-
tions has been obtained in [10]. This characterization requires not only the
transitivity of the corresponding indifference and strict preference relations, but
also additional compositional conditions involving both of these components.
As far as we know, no other characterizations have been reported on. The
mathematical preliminaries and the results mentioned are described in detail in
Sections 2–4.

The transitivity of the indifference and strict preference components of a
fuzzy pre-order, i.e. a min-transitive large preference relation, have been pre-
sented in [14]. We strengthen these results in the presence of weak completeness:
for the indifference relation and a general continuous indifference generator in
Section 4; for the strict preference relation and a Frank t-norm as generator
in Section 5. We revisit the strongly complete case in Section 6 and conclude
in Section 7 with a remarkable impossibility result: no characterization of the
type anticipated exists for weakly complete fuzzy pre-orders, i.e. min-transitive
weakly complete large preference relation.

2 Preference structures

2.1 Crisp preference structures

Suppose that a decision maker wants to judge a set of alternatives A. Given two
alternatives, she can act in one of the following three ways: (i) she clearly prefers
one to the other; (ii) the two alternatives are indifferent to her; (iii) she is unable
to compare the two alternatives. Accordingly, three (binary) relations on A can
be defined: the strict preference relation P , the indifference relation I and the
incomparability relation J . Recall that for a relation R on A, its converse is
defined as Rt = {(b, a) | (a, b) ∈ R}, its complement as Rc = {(a, b) | (a, b) /∈ R}
and its dual as Rd = (Rt)

c
. One easily verifies that the quadruplet (P, P t, I, J)

establishes a particular partition of A2.

Definition 2.1 [25] A preference structure on A is a triplet (P, I, J) of relations
on A that satisfy:

(i) P is irreflexive, I is reflexive and J is irreflexive;
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(ii) P is asymmetrical, I and J are symmetrical;

(iii) P ∩ I = ∅, P ∩ J = ∅ and I ∩ J = ∅;

(iv) P ∪ P t ∪ I ∪ J = A2.

Every preference structure can be identified with a unique reflexive relation
called large preference relation R = P ∪ I. This relation leads back to the
preference structure in the following way:

(P, I, J) = (R ∩Rd, R ∩Rt, Rc ∩Rd) . (1)

Recall that a relation Q on A is transitive if ((a, b) ∈ Q ∧ (b, c) ∈ Q) ⇒
(a, c) ∈ Q , for any (a, b, c) ∈ A3. Transitivity of Q can also be expressed
as Q ◦ Q ⊆ Q (with ◦ the usual composition of relations). The transitivity
of the large preference relation R can be characterized in terms of relational
compositions [1].

Theorem 2.1 For any reflexive relation R with corresponding preference struc-
ture (P, I, J) it holds that

R ◦R ⊆ R ⇔ (P ◦ P ⊆ P ∧ I ◦ I ⊆ I ∧ P ◦ I ⊆ P ∧ I ◦ P ⊆ P ) .

Recall that a reflexive and transitive relation is called a pre-order. The foregoing
theorem can therefore be seen as a characterization of a pre-order in terms of the
associated indifference and strict preference relations. A complete pre-order R
(i.e. R∪Rt = A2) is called a weak order. For a weak order, this characterization
can be simplified as follows. Note that in this case J = ∅.

Theorem 2.2 For any complete (reflexive) relation R with corresponding pref-
erence structure (P, I, ∅) it holds that

R ◦R ⊆ R ⇔ (P ◦ P ⊆ P ∧ I ◦ I ⊆ I) .

Definition 2.1 can be written in the following minimal way, by identifying a
relation with its characteristic mapping [7]: I is reflexive and symmetrical,
and for any (a, b) ∈ A2 it holds that P (a, b) + P t(a, b) + I(a, b) + J(a, b) =
1. Classical preference structures can therefore also be considered as Boolean
preference structures, employing 1 and 0 for describing presence or absence of
strict preference, indifference and incomparability.

2.2 Additive fuzzy preference structures

In fuzzy preference modelling, the notions of strict preference, indifference and
incomparability are a matter of degree. These degrees can take values between 0
and 1 and fuzzy relations are used for capturing them. The intersection of fuzzy
relations is usually defined pointwisely based on some t-norm, i.e. an increasing,
commutative and associative binary operation on [0, 1] with neutral element
1. The three most important t-norms are the minimum operator TM(x, y) =
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min(x, y), the algebraic product TP(x, y) = xy and the  Lukasiewicz t-norm
TL(x, y) = max(x + y − 1, 0). The minimum operator is the greatest t-norm;
the smallest t-norm is the drastic product TD defined by

TD(x, y) =

{
0 , if max(x, y) < 1 ,
min(x, y) , otherwise .

Similarly, the union of fuzzy relations is based on a t-conorm, i.e. an in-
creasing, commutative and associative binary operation on [0, 1] with neutral
element 0. T-norms and t-conorms come in dual pairs: to any t-norm T there
corresponds a t-conorm S through the relationship S(x, y) = 1−T (1−x, 1−y).
For the above three t-norms this yields the maximum operator SM(x, y) =
max(x, y), the probabilistic sum SP(x, y) = x + y − xy and the  Lukasiewicz
t-conorm (bounded sum) SL(x, y) = min(x + y, 1). For more information on
t-norms and t-conorms, we refer to [22].

The definition of a fuzzy preference structure has been discussed for many
years [11, 18, 26, 27]. The assignment principle, expressing that for any pair
of alternatives (a, b) the decision maker is allowed to assign at least one of the
degrees P (a, b), P (b, a), I(a, b) and J(a, b) freely in the unit interval, leads to
a fuzzification of Definition 2.1 with intersection based on the  Lukasiewicz t-
norm and union based on the  Lukasiewicz t-conorm. This definition admits
the same short formulation as the classical one: a triplet (P, I, J) of fuzzy
relations on A is a fuzzy preference structure on A if and only if I is reflexive
(I(a, a) = 1 for any a ∈ A) and symmetrical, and for any (a, b) ∈ A2 it holds that
P (a, b) + P t(a, b) + I(a, b) + J(a, b) = 1. This expression justifies the adjective
additive. Note that P is irreflexive, and that J is irreflexive and symmetrical.

Another difficult point has been how to construct such a structure from a
reflexive fuzzy relation. The most recent and most successful approach is that
of De Baets and Fodor based on (indifference) generators [6].

Definition 2.2 A generator i is a commutative [0, 1]2 → [0, 1] mapping that
satisfies TL ≤ i ≤ TM.

Note that a generator always has neutral element 1. With a given generator i,
we associate the [0, 1]2 → [0, 1] mappings p(x, y) = x − i(x, y) and j(x, y) =
i(x, y) − (x + y − 1). The triplet (p, i, j) is called a generator triplet. For any
reflexive fuzzy relation R on A it holds that the triplet (P, I, J) of fuzzy relations
on A defined by:

P (a, b) = p(R(a, b), R(b, a)) = R(a, b) − i(R(a, b), R(b, a)) ,
I(a, b) = i(R(a, b), R(b, a)) ,
J(a, b) = j(R(a, b), R(b, a)) = i(R(a, b), R(b, a)) − (R(a, b) + R(b, a) − 1) ,

is an additive fuzzy preference structure on A such that R(a, b) = P (a, b) +
I(a, b). The fuzzy relation R is again called the large preference relation.

A generator triplet (p, i, j) is called monotone if: (i) p is increasing in the first
and decreasing in the second argument; (ii) i is increasing in both arguments;
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(iii) j is decreasing in both arguments. The following theorem emphasizes the
importance of quasi-copulas [6]. Quasi-copulas are witnessing increasing popu-
larity in fuzzy logic (see e.g. [5, 21]): a binary operation Q : [0, 1]2 → [0, 1] is
called a quasi-copula if it has neutral element 1, is increasing and fulfills the
1-Lipschitz property [19]:

|Q(x1, y1) −Q(x2, y2)| ≤ |x1 − x2| + |y1 − y2| ,

for any (x1, x2), (y1, y2) ∈ [0, 1]2. For any quasi-copula Q it holds that TL ≤
Q ≤ TM.

Theorem 2.3 A generator triplet (p, i, j) is monotone if and only if i is a
commutative quasi-copula.

Imposing additional restrictions leads to particular generator triplets. For
instance, the only generator triplets (p, i, j) for which it holds that the mappings
p(x, 1 − y), i(x, y) and j(1 − x, 1 − y) are all t-norms, are determined by a
Frank t-norm, i.e. i = TF

λ for some λ ∈ [0,∞] [6]. In the latter case it holds
that p(x, y) = TF

1/λ(x, 1 − y) and j(x, y) = TF
λ (1 − x, 1 − y). In this paper,

general results will be complemented by results that are specific for these popular
generators.

For the sake of completeness, we recall that the Frank t-norms are given by

TF
λ (x, y) =


TM(x, y) , if λ = 0 ,
TP(x, y) , if λ = 1 ,
TL(x, y) , if λ = ∞ ,

logλ(1 + (λx−1)(λy−1)
λ−1 ) , otherwise .

Recall that given an automorphism ϕ and a t-norm T , the ϕ-transform Tϕ of T is
the t-norm defined by Tϕ(x, y) = ϕ−1(T (ϕ(x), ϕ(y)). For a strict Frank t-norm
TF
λ , i.e. λ ∈ ]0,∞[, there exists an automorphism ϕλ (also called multiplicative

generator) such that TF
λ (x, y) = ϕ−1

λ (ϕλ(x) · ϕλ(y)) = (TP)ϕλ(x, y). More ex-
plicitly, for any x ∈ [0, 1] it holds that ϕ1(x) = x and ϕλ(x) = (λx − 1)/(λ− 1),
for any λ ∈ ]0, 1[∪ ]1,∞[.

3 Fuzzy weak orders

3.1 Transitivity of fuzzy relations

The transitivity of fuzzy relations is traditionally defined in terms of a t-norm.
Here, we work with a very general class of binary operations called conjunc-
tors [13]. This class encompasses the classes of t-norms and quasi-copulas.

Definition 3.1 A conjunctor f is an increasing binary operation on [0, 1] that
coincides on {0, 1}2 with the Boolean conjunction.
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The smallest conjunctor cS takes value 1 in (1, 1) and value 0 elsewhere; the
greatest conjunctor cG takes value 0 when one of its arguments is 0, and value 1
elsewhere. Often additional properties will be imposed, such as having neutral
element 1. The smallest conjunctor with neutral element 1 is the t-norm TD,
while TM is the greatest such conjunctor.

Definition 3.2 Consider a conjunctor f . A fuzzy relation Q on A is called
f-transitive if for any (a, b, c) ∈ A3 it holds that f(Q(a, b), Q(b, c)) ≤ Q(a, c).

Note that if f1 ≤ f2, then f2-transitivity implies f1-transitivity. A very popular
type of transitivity is TM-transitivity. Defining the composition Q1 ◦f Q2 of two
fuzzy relations Q1 and Q2 w.r.t. a conjunctor f by

Q1 ◦f Q2(a, c) = sup
b

f(Q1(a, b), Q2(b, c)) ,

still allows us to use the shorthand Q ◦f Q ⊆ Q to denote f -transitivity.
A reflexive and TM-transitive fuzzy relation is called a fuzzy pre-order [28].

3.2 Complete fuzzy pre-orders

Given a t-conorm S, a fuzzy relation R on A is called S-complete [18] if it
holds that S(R(a, b), R(b, a)) = 1, for any (a, b) ∈ A2. Two particular cases
have received ample attention in the literature: SM-complete fuzzy relations
are called strongly complete, while SL-complete fuzzy relations are called weakly
complete. Note that weak completeness is sometimes called connectedness [4].
Obviously, the greater the t-conorm, the weaker the completeness condition.
In particular, strong completeness implies weak completeness. Another way of
expressing completeness is through the use of the T -linearity condition [3, 20],
with T a t-norm: a fuzzy relation R on A is called T -linear if it holds that
NT (R(a, b)) ≤ R(b, a), for any (a, b) ∈ A2, with NT the residual negator of T
(see [23] for more information on the residual negator). For the relationship of
this notion with S-completeness, we refer to [3]. Strong completeness is at the
core of weak T -orders (i.e. strongly complete and T -transitive fuzzy relations,
with T a t-norm). An overview of various representation theorems for such weak
T -orders is given in [2]; weak TM-orders on a finite universe are discussed in [9].

In previous work [14], we have fully characterized the transitivity of the
indifference and strict preference parts of a fuzzy pre-order, obtained by decom-
posing it additively by means of a Frank t-norm as generator. We recall some
older results related to S-complete fuzzy pre-orders:

(i) If a fuzzy pre-order is strongly complete, then De Baets et al. [10] showed
that the choice of the generator is irrelevant: the corresponding addi-
tive fuzzy preference structure is given by I(a, b) = min(R(a, b), R(b, a)),
P (a, b) = 1−R(b, a) and J(a, b) = 0. Moreover, I and P are TM-transitive
as well.
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(ii) If the fuzzy pre-order is weakly complete, then Dasgupta and Deb [4]
have proven that when using the minimum operator as generator, I and
P are TM-transitive as well. They also provide counterexamples showing
that when using the  Lukasiewicz t-norm as generator, neither the TM-
transitivity of I nor the TM-transitivity of P holds in general.

In view of its additive formulation, i.e. R(a, b) + R(b, a) ≥ 1, weak com-
pleteness is of particular interest in the context of additive fuzzy preference
structures. In order not to confuse between the adjective ‘weak’ used both
for referring to the type of completeness and the type of fuzzy pre-order, we
will stick to the term “weakly complete fuzzy pre-order”. As the (restrictive)
strongly complete case is closed, we focus in this paper on the weakly complete
case and try to lay bare the correspondence between the transitivity of the in-
difference and strict preference parts of a weakly complete fuzzy pre-order and
the generator used for constructing them.

4 Transitivity of the indifference relation

4.1 General results

The following theorem generalizes a result proven in [14] for bisymmetric in-
creasing generators only.

Theorem 4.1 Consider an increasing generator i. For any reflexive fuzzy re-
lation R with corresponding indifference relation I = i(R,Rt) it holds that

R is TM-transitive ⇒ I is i-transitive .

Moreover, this is the strongest result possible.

Proof. Consider (a, b, c) ∈ A3. Since R is TM-transitive, it holds that
min(R(a, b), R(b, c)) ≤ R(a, c) and min(R(c, b), R(b, a)) ≤ R(c, a). We can dis-
tinguish the following four cases: (i) R(a, c) ≥ R(a, b) and R(c, a) ≥ R(b, a);
(ii) R(a, c) ≥ R(b, c) and R(c, a) ≥ R(c, b); (iii) R(a, c) ≥ R(a, b) and R(c, a) ≥
R(c, b); (iv) R(a, c) ≥ R(b, c) and R(c, a) ≥ R(b, a).

In case (i), resp. (ii), it holds that I(a, c) ≥ I(a, b), resp. I(a, c) ≥ I(b, c).
Since i ≤ TM, it holds that I(a, c) ≥ min(I(a, b), I(b, c)) ≥ i(I(a, b), I(b, c)).

In cases (iii) and (iv), it holds that min(R(a, c), R(c, a)) ≥ min(I(a, b), I(b, c))
and max(R(a, c), R(c, a)) ≥ max(I(a, b), I(b, c)). Since i is commutative and in-
creasing, it follows that

I(a, c) = i(R(a, c), R(c, a))

= i(min(R(a, c), R(c, a)),max(R(a, c), R(c, a)))

≥ i(min(I(a, b), I(b, c)),max(I(a, b), I(b, c)))

= i(I(a, b), I(b, c)) .
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As we have proven in Theorem 6 of [16] that the transitivity of I is bounded by
i, this is the strongest result possible. �

4.2 The weakly complete case

In this subsection we start from a weakly complete fuzzy pre-order and iden-
tify the transitivity of the corresponding indifference relation. Obviously, this
case is intermediate between the general case (no completeness condition) and
the strongly complete case. We prove that when imposing weak completeness,
a stronger type of transitivity than in Theorem 4.1 can be guaranteed. The
characterization of this type of transitivity requires a particular class of binary
operations. Let ∆ = {(x, y) ∈ [0, 1]2 | x + y > 1}. Given a binary operation
h : [0, 1]2 → [0, 1], we construct the binary operation fh : [0, 1]2 → [0, 1] as
follows:

fh(x, y) =

{
h(x, y) , if (x, y) ∈ ∆ ,

inf
z∈[x,1−y]

h(z, 1 − z) , otherwise . (2)

In particular, it holds that fh(x, 1 − x) = h(x, 1 − x). Since for (x, y) ∈ ∆c

it holds that (x, y) ≤ (z, 1 − z) for any z ∈ [x, 1 − y], it follows that fh ≥ h
whenever h is increasing. Note that the t-norms TL and TM are not affected by
this transformation: if h ∈ {TL, TM}, then fh = h.

Lemma 4.2

(i) If h is a conjunctor, then so is fh.

(ii) If h has neutral element 1, then so has fh.

(iii) If h is commutative, then so is fh.

(iv) If h is a generator, then so is fh.

(v) If h is a quasi-copula, then so is fh.

Proof.

(i) By definition fh = h on {(1, 1), (0, 1), (1, 0)}. In addition, fh(0, 0) =
infz∈[0,1] h(z, 1 − z) ≤ h(0, 1) = 0. Consider y1 ≤ y2 and x in [0, 1]. Since
h is increasing, it suffices to consider (x, y1) ∈ ∆c. If (x, y2) ∈ ∆c, then
[x, 1 − y1] ⊇ [x, 1 − y2] and

fh(x, y1) = inf
z∈[x,1−y1]

h(z, 1 − z) ≤ inf
z∈[x,1−y2]

h(z, 1 − z) = fh(x, y2) .

If (x, y2) ∈ ∆, then

fh(x, y1) ≤ h(x, 1 − x) ≤ h(x, y2) = fh(x, y2) .

The case fh(y1, x) ≤ fh(y2, x) is analogous.
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(ii) Immediate.

(iii) Immediate.

(iv) In view of (iii), and the fact that h takes values between TL and TM, it
suffices to show that fh takes values between these two t-norms on ∆c.
Let (x, y) ∈ ∆c. Obviously, fh(x, y) ≥ 0 = TL(x, y). On the other hand,

fh(x, y) ≤ h(x, 1 − x) ≤ x and fh(x, y) ≤ h(y, 1 − y) ≤ y .

Hence, fh(x, y) ≤ min(x, y).

(v) In view of (i)–(ii), it suffices to show that fh fulfills the 1-Lipschitz prop-
erty. Note that due to continuity (implied by the 1-Lipschitz property),
the infimum in (2) is always attained. Since the 1-Lipschitz property of
a binary operation is equivalent to the 1-Lipschitz property of its partial
mappings, and since fh is increasing, it suffices to show that fh(x, y2) −
fh(x, y1) ≤ y2 − y1 for any x ∈ [0, 1] and any y1 < y2 ∈ [0, 1]. The other
argument can be dealt with in the same way. We distinguish the following
cases:

(a) If x + y1 > 1, then the inequality is trivially fulfilled due to the
1-Lipschitz property of h.

(b) If x + y1 ≤ 1 and x + y2 > 1, then fh(x, y2) = h(x, y2). Since
fh(x, y1) ≥ h(x, y1), it follows that

fh(x, y2) − fh(x, y1) ≤ h(x, y2) − h(x, y1) ≤ y2 − y1 .

(c) Finally, consider the case x + y2 ≤ 1. If fh(x, y1) = fh(x, y2), then
there is nothing to prove. Else, fh(x, y1) = h(z, 1 − z) for some
z ∈ ]1−y2, 1−y1] and consequently fh(x, y1) = fh(1−y2, y1) ≥ h(1−
y2, y1). By construction, it also holds that fh(x, y2) ≤ h(1 − y2, y2).
Therefore,

fh(x, y2) − fh(x, y1) ≤ h(1 − y2, y2) − h(1 − y2, y1) ≤ y2 − y1 . �

The following theorem largely generalizes the results of Dasgupta and Deb [4]
for the generators i = TL and i = TM.

Theorem 4.3 Consider an increasing generator i. For any weakly complete
reflexive fuzzy relation R with corresponding indifference relation I = i(R,Rt)
it holds that

R is TM-transitive ⇒ I is f i-transitive .

Moreover, when i is continuous this is the strongest result possible.

Note that this result is indeed stronger than the general result, as it holds
that f i ≥ i. Lemma 4.2 implies when a commutative quasi-copula i is used as
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generator, then also f i is a commutative quasi-copula (in that case, it is also
the strongest result possible).
Proof. We distinguish again the four cases considered in the proof of
Theorem 4.1. In cases (i) and (ii), it holds that I(a, c) ≥ min(I(a, b), I(b, c)).
Due to Lemma 4.2, f i is also a generator, and hence f i ≤ TM. We then have
I(a, c) ≥ f i(I(a, b), I(b, c)).

In cases (iii) and (iv), it holds that min(R(a, c), R(c, a)) ≥ min(I(a, b), I(b, c))
and max(R(a, c), R(c, a)) ≥ max(I(a, b), I(b, c)). In view of Theorem 4.1, it suf-
fices to prove that f i(I(a, b), I(b, c)) ≤ I(a, c) whenever (I(a, b), I(b, c)) ∈ ∆c.
We distinguish two more subcases:

(a) If min(R(a, c), R(c, a)) ≤ 1 − max(I(a, b), I(b, c)), then

min(R(a, c), R(c, a)) ∈ [min(I(a, b), I(b, c)), 1 − max(I(a, b), I(b, c))] .

The weak completeness of R implies max(R,Rt) ≥ 1−min(R,Rt), it then
follows that

i(min(R(a, c), R(c, a)),max(R(a, c), R(c, a)))

≥ i(min(R(a, c), R(c, a)), 1 − min(R(a, c), R(c, a)))

≥ f i(min(I(a, b), I(b, c)),max(I(a, b), I(b, c))) .

(b) If min(R(a, c), R(c, a)) > 1 − max(I(a, b), I(b, c)), then

i(min(R(a, c), R(c, a)),max(R(a, c), R(c, a)))

≥ i(1 − max(I(a, b), I(b, c)),max(I(a, b), I(b, c)))

≥ f i(min(I(a, b), I(b, c)),max(I(a, b), I(b, c))) .

Since i and f i are commutative, it follows that I(a, c) = i(R(a, c), R(c, a)) ≥
f i(I(a, b), I(b, c)) .

It remains to be shown that no stronger result can be obtained when the
generator is continuous. Consider a conjunctor f such that f(x, y) > f i(x, y)
for some (x, y) ∈ ]0, 1]2. Assume first that (x, y) ∈ ∆. Consider the reflexive
fuzzy relation R on A = {a, b, c} given by

R a b c
a 1 x x
b 1 1 1
c y y 1

The fuzzy relation R is weakly complete and TM-transitive, but the correspond-
ing indifference relation generated by means of i is not f -transitive. Indeed, it
holds that

I(a, c) = i(x, y) = f i(x, y) < f(x, y) = f(I(a, b), I(b, c)) .
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Next, consider (x, y) ∈ ∆c. Assume, without loss of generality, that x ≤ y
and consider the reflexive fuzzy relation R on A = {a, b, c} given by

R a b c
a 1 z0 z0
b α 1 β
c 1 − z0 1 − z0 1

where z0 ∈ [x, 1 − y] is such that i(z0, 1 − z0) = min{i(z, 1 − z) | z ∈ [x, 1 − y]},
and α ≥ 1−z0 and β ≥ z0 are chosen such that i(z0, α) = x and i(1−z0, β) = y.
The existence of z0, α and β follows from the continuity of i and the fact that,
for instance for α, it holds i(z0, 1 − z0) ≤ i(x, 1 − x) ≤ x ≤ z0 = i(z0, 1).

The fuzzy relation R is weakly complete and TM-transitive, but the cor-
responding indifference relation generated by means of i is not f -transitive.
Indeed, it holds that

I(a, c) = i(z0, 1 − z0) = f i(x, y) < f(x, y) = f(I(a, b), I(b, c)) . �

When using a Frank t-norm as generator, we can write f i explicitly.

Lemma 4.4 Consider the automorphism ϕλ corresponding to the Frank t-norm
TF
λ , λ ∈ ]0,∞[ . The function hλ : [0, 1] → [0, 1] defined by

hλ(z) = ϕλ(z)ϕλ(1 − z)

is continuous, symmetric w.r.t. 0.5, strictly increasing on [0, 0.5] and strictly
decreasing on [0.5, 1].

Proof. For λ = 1, h1(z) = z(1 − z) and the proof is trivial. Consider
λ ∈ ]0, 1[∪ ]1,∞[, then

hλ(z) =
λz − 1

λ− 1

λ1−z − 1

λ− 1
and h′

λ(z) =
lnλ

(λ− 1)2
(
λ1−z − λz

)
.

(i) If λ < 1, then lnλ < 0 and the function λt is strictly decreasing for
t ∈ [0, 1]. Then h′

λ(z) > 0 for z < 0.5 and h′
λ(z) < 0 for z > 0.5.

(ii) If λ > 1, then lnλ > 0 and the function λt is strictly increasing for
t ∈ [0, 1]. Then h′

λ(z) > 0 for z < 0.5 and h′
λ(z) < 0 for z > 0.5.

Hence, hλ is strictly increasing on [0, 0.5[ and strictly decreasing on ]0.5, 1], for
any λ ∈ ]0,∞[ . Since hλ is continuous, hλ is strictly increasing on [0, 0.5] and
strictly decreasing on [0.5, 1] . �

In order to simplify the notation, we use the shorthand fλ for fTF
λ .

Corollary 4.5 For any weakly complete reflexive fuzzy relation R with corre-
sponding indifference relation I generated by means of TF

λ , λ ∈ [0,∞], it holds
that

R is TM-transitive ⇒ I is fλ-transitive ,
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with fλ defined by

fλ(x, y) = TF
λ (min(x, y),max(1 − min(x, y),max(x, y))) .

Moreover, these are the strongest results possible.

Proof. Consider i = TF
λ with λ ∈ [0,∞]. Assume, without loss of generality,

that x ≤ y, then we need to prove that fλ(x, y) = TF
λ (x,max(1 − x, y)) . If

(x, y) ∈ ∆, then fλ(x, y) = TF
λ (x, y) = TF

λ (x,max(1−x, y)). If (x, y) ∈ ∆c, then
we need to prove that fλ(x, y) = TF

λ (x, 1 − x) . Since f1 = TM and f∞ = TL,
this equality trivially holds for λ ∈ {0,∞}. Consider λ ∈ ]0,∞[, then we need
to show that

fλ(x, y) = min
z∈[x,1−y]

TF
λ (z, 1 − z) = TF

λ (x, 1 − x) .

It holds that TF
λ (z, 1 − z) = ϕ−1

λ (ϕλ(z)ϕλ(1 − z)). Since ϕ−1
λ is an automor-

phism, it is strictly increasing and it holds that

min
z∈[x,1−y]

ϕ−1
λ (ϕλ(z)ϕλ(1 − z)) = ϕ−1

λ

(
min

z∈[x,1−y]
ϕλ(z)ϕλ(1 − z)

)

= ϕ−1
λ

(
min

z∈[x,1−y]
hλ(z)

)
.

It now suffices to show that min
z∈[x,1−y]

hλ(z) = hλ(x). Since x ≤ y, it holds that

[x, 1 − y] ⊆ [x, 1 − x] and

hλ(x) ≥ min
z∈[x,1−y]

hλ(z) ≥ min
z∈[x,1−x]

hλ(z) .

Due to Lemma 4.4, it holds that min
z∈[x,1−x]

hλ(z) = hλ(x), which concludes the

proof.
Since TF

λ is continuous for all λ ∈ [0,∞], Theorem 4.3 guarantees that the
result mentioned holds and it is the strongest possible. �

In general, it holds that fλ ≥ TF
λ , while f0 = TM and f∞ = TL. The

inequality is strict for λ ∈ ]0,∞[ . The operation fλ is a commutative generator.
Only the associativity property is lacking for turning it into a t-norm.

Proposition 4.6 The operation fλ is not a t-norm for any λ ∈ ]0,∞[ .

Proof. Consider the function Hλ : [0, 1] → [0, 1] defined by

Hλ(t) = ϕ−1
λ (ϕλ(t)ϕλ(1 − t)) = ϕ−1

λ (hλ(t)) .

Since hλ is strictly increasing on [0, 0.5] and strictly decreasing on [0.5, 1], and
ϕ−1
λ is strictly increasing on [0, 1], Hλ is also strictly increasing on [0, 0.5] and

strictly decreasing on [0.5, 1]. Moreover, for any t ∈ ]0, 1[ it holds that

Hλ(t) = ϕ−1
λ (ϕλ(t)ϕλ(1 − t)) < ϕ−1

λ (ϕλ(t)) = t .

12



Now consider x, y and z such that z = 0.5 > y > x > Hλ(y). Since for any
a < b ≤ 0.5 it holds that fλ(a, b) = TF

λ (a, 1 − a) = Hλ(a), we find

fλ
(
fλ(x, y), z

)
= fλ (Hλ(x), z) = Hλ (Hλ(x))

fλ
(
x, fλ(y, z)

)
= fλ (x,Hλ(y)) = Hλ (Hλ(y)) .

Since Hλ is strictly increasing on [0, 0.5] and x < y, it follows that

Hλ (Hλ(x)) < Hλ (Hλ(y)) ,

which proves that fλ is not associative. �
This result emphasizes the importance of working with conjunctors: the class
of t-norms is not sufficiently rich to describe the transitivity of indifference
relations.

We conclude this section with a remarkable result. The Frank family is not
only a parametric family of t-norms, it is also a parametric family of copulas
(although then usually a different parametrization is used) [24]. It is therefore
worthwhile to investigate whether the operations fλ are also copulas. In fact,
we will show a more general result: for any copula C, the operation fC is also
a copula. To that end, we recall some necessary notions. A binary operation
C : [0, 1]2 → [0, 1] is called copula if it has absorbing element 0, neutral element 1
and is 2-increasing [24]. The latter means that for any rectangle [x, x′]× [y, y′] ⊆
[0, 1]2, its C-volume is positive, i.e.

VC([x, x′] × [y, y′]) = C(x, y) + C(x′, y′) − C(x, y′) − C(x′, y) ≥ 0 .

Any copula is a quasi-copula and for any copula it holds that TL ≤ C ≤ TM.
A copula can also be characterized as a 2-increasing conjunctor with neutral
element 1. Volumes of rectangles are additive, in the sense that for all 0 ≤ x1 ≤
x2 ≤ x3 ≤ 1 and all [y, y′] ⊆ [0, 1] it holds that

VC([x1, x2] × [y, y′]) + VC([x2, x3] × [y, y′]) = VC([x1, x3] × [y, y′]) .

Proposition 4.7 If h is a copula, then also the operation fh is a copula.

Proof. In view of Lemma 4.2, it suffices to show that fh is 2-increasing.
Consider a rectangle B in [0, 1]2. Three cases need to be distinguished: B is
located in ∆, in ∆c or covers part of ∆ and ∆c. In the latter case, however,
B can always be decomposed into two rectangles located in ∆ or ∆c, and a
square of the type [x, x′] × [1 − x′, 1 − x]. Due to the additivity of volumes, it
is therefore sufficient to consider the following three cases:

(i) For a rectangle B = [x, x′] × [y, y′] with (x, y) ∈ ∆, the volume Vfh(B) is
trivially positive, as fh = h on ∆ and h is 2-increasing.

(ii) For a square B = [x, x′] × [1 − x′, 1 − x], it holds that

Vfh(B) = fh(x, 1 − x′) + h(x′, 1 − x) − h(x, 1 − x) − h(x′, 1 − x′) .

Since fh ≥ h, it follows that Vfh(B) ≥ Vh(B) ≥ 0.

13



(iii) Finally, we consider a rectangle B = [x, x′] × [y, y′] with (x′, y′) ∈ ∆c.
We denote by z1, z2, z3 and z4 the smallest values (due to continuity, the
infimum is always attained) such that fh(x′, y′) = h(z1, 1−z1), fh(x′, y) =
h(z2, 1 − z2), fh(x, y′) = h(z3, 1 − z3) and fh(x, y) = h(z4, 1 − z4). Since
[x, 1−y] = [x, 1−y′]∪[x′, 1−y], it either holds that z4 = z3 and fh(x, y) =
fh(x, y′) or z4 = z2 and fh(x, y) = fh(x′, y). In the first case, the volume
of B is given by Vfh(B) = fh(x′, y′) − fh(x′, y), while in the second case
Vfh(B) = fh(x′, y′)−fh(x, y′). Since h is increasing, fh is also increasing,
and hence Vfh(B) ≥ 0. �

5 Transitivity of the strict preference relation

5.1 Known results

The transitivity of a strict preference relation is in general bounded by the
transitivity of the reflexive fuzzy relation from which it is generated [16]. When
applying a Frank t-norm to a fuzzy pre-order, we have been able to identify
the strongest type of transitivity that can be guaranteed for the corresponding
strict preference relation [14]. In that study, an important role was attributed
to the nilpotent minimum [17]. This left-continuous t-norm, usually denoted as
TnM, is defined by

TnM(x, y) =

{
min(x, y) , if (x, y) ∈ ∆ ,
0 , otherwise .

To any automorphism ϕλ, λ ∈ ]0,∞[ , we have associated the automorphism
φλ = ϕ−1

λ

(√
ϕλ

)
[15]. Completing this family with φ0 = lim

λ→0
φλ and φ∞ =

lim
λ→∞

φλ leads to the family (φλ)λ∈[0,∞] of [0, 1] → [0, 1] mappings given by

φλ(x) =



x , if λ = 0 ,

logλ

(√
λx − 1

λ− 1
(λ− 1) + 1

)
, if λ ∈ ]0, 1[∪ ]1,∞[ ,

√
x , if λ = 1 ,

x + 1

2
χ]0,1](x) , if λ = ∞ .

Note that we use the notation χB for the indicator function of a set B.
Similarly, we can consider the family of inverse automorphisms φ−1

λ , λ ∈
]0,∞[ , and complete with φ−1

0 = lim
λ→0

φ−1
λ and φ−1

∞ = lim
λ→∞

φ−1
λ . This yields the
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family (φ−1
λ )λ∈[0,∞] of [0, 1] → [0, 1] mappings given by

φ−1
λ (x) =



logλ

(
1 +

(λx − 1)2

λ− 1

)
, if λ ∈ ]0, 1[∪ ]1,∞[ ,

x , if λ = 0 ,

x2 , if λ = 1 ,

(2x− 1)χ[0.5,1](x) , if λ = ∞ .

Theorem 5.1 [14] For any reflexive fuzzy relation R with corresponding strict
preference relation P = R− TF

λ (R,Rt), λ ∈ [0,∞], it holds that

R is TM-transitive ⇒ P is T
φ1/λ

nM -transitive ,

where

T
φ1/λ

nM (x, y) =

{
min(x, y) , if φ1/λ(x) + φ1/λ(y) > 1 ,

0 , otherwise .

Moreover, these are the strongest results possible.

For λ ∈ [0,∞[ it holds that Tφλ

nM is the φλ-transform of the nilpotent minimum
TnM, in particular Tφ0

nM = TnM. Although φ∞ is not an automorphism, it does
hold that Tφ∞

nM is a t-norm, namely TM itself. Hence, the family (Tφλ

nM)λ∈[0,∞]

is a t-norm family as well, ranging from the nilpotent minimum operator to the
minimum operator. Note that if λ1 ≤ λ2, then φλ1 ≤ φλ2 , hence this family
gradually increases between TnM and TM.

5.2 The weakly complete case

The above theorem does not exclude that for strict preference relations gener-
ated from a specific class of reflexive fuzzy relations a stronger type of transi-
tivity can be obtained. We will explore this possibility for the class of weakly
complete reflexive fuzzy relations and a Frank t-norm as generator. We consider
three cases: the case i = TL in Theorem 5.2, the case i = TF

λ , λ ∈ ]0,∞[ in
Theorem 5.3, and the case i = TM in Theorem 5.4.

Theorem 5.2 For any weakly complete reflexive fuzzy relation R with corre-
sponding strict preference relation P generated by means of TL it holds that

R is TM-transitive ⇒ P is g∞-transitive ,

where

g∞(x, y) =

{
max(x, y) , if (x, y) ∈ ∆ ,
0 , otherwise .

Moreover, this is the strongest result possible.

15



Proof. By definition it holds that P (a, b) = min(R(a, b), 1 − R(b, a)). The
weak completeness of R then implies that P (a, b) = 1 − R(b, a). In view of the
definition of g∞, it suffices to consider those triplets (a, b, c) that satisfy P (a, b)+
P (b, c) > 1 and prove that P (a, c) ≥ max(P (a, b), P (b, c)). It then follows that
R(c, b) = 1 − P (b, c) < P (a, b) and R(b, a) = 1 − P (a, b) < P (b, c) and hence
R(a, b) ≥ P (a, b) > R(c, b) and R(b, c) ≥ P (b, c) > R(b, a). The TM-transitivity
of R then implies that R(c, b) ≥ R(c, a) and R(b, a) ≥ R(c, a). Combining the
foregoing, we obtain R(c, a) ≤ min(R(c, b), R(b, a)). Due to the TM-transitivity,
this inequality turns into the equality R(c, a) = min(R(c, b), R(b, a)). Conse-
quently, 1 − R(c, a) = 1 − min(R(c, b), R(b, a)) = max(1 − R(c, b), 1 − R(b, a)),
or equivalently, P (a, c) = max(P (a, b), P (b, c)).

It remains to be shown that no stronger result can be obtained. Consider
a conjunctor g such that g(x, y) > g∞(x, y) for some (x, y) ∈ ]0, 1]2. Assume,
without loss of generality, that x ≤ y and consider the following reflexive fuzzy
relation R on A = {a, b, c} given by

R a b c
a 1 x y

b 1 − x 1 (1 − x)χ∆c(x, y) + yχ∆(x, y)

c 1 − yχ∆(x, y) xχ∆c(x, y) + (1 − y)χ∆(x, y) 1

The fuzzy relation R is weakly complete and TM-transitive, but the correspond-
ing strict preference relation P generated by means of TL is not g-transitive.
Indeed, it holds that

P (a, c) = g∞(x, y) < g(x, y) ≤ g(P (a, b), P (b, c)) .

This completes the proof. �
Note that g∞ > TM in some points and is therefore not a t-norm.

Theorem 5.3 For any weakly complete reflexive fuzzy relation R with corre-
sponding strict preference relation P generated by means of TF

λ , λ ∈ ]0,∞[ , it
holds that

R is TM-transitive ⇒ P is gλ-transitive ,

where

gλ(x, y) =


0 , if φ1/λ(x) + φ1/λ(y) ≤ 1 ,

min(x, y) , if φ1/λ(x) + φ1/λ(y) > 1
and max(x, y) ≤ max(φ1/λ(min(x, y)), 1 − φ1/λ(min(x, y))) ,

φ−1
1/λ(max(x, y)) , otherwise.

Moreover, these are the strongest results possible.

Proof. Let us verify that gλ is a conjunctor. Indeed, it holds that gλ(0, 0) =
gλ(0, 1) = gλ(1, 0) = 0 and gλ(1, 1) = min(1, 1) = 1. Next, we show that gλ is
increasing. Since gλ is commutative, it suffices to consider y1 ≤ y2 and x such
that φ1/λ(x) + φ1/λ(y1) > 1, and hence also φ1/λ(x) + φ1/λ(y2) > 1.
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(i) If max(x, y2) > max(φ1/λ(min(x, y2)), 1 − φ1/λ(min(x, y2))), then

gλ(x, y2) = φ−1
1/λ(max(x, y2)) > min(x, y2) ≥ min(x, y1)

and
gλ(x, y2) = φ−1

1/λ(max(x, y2)) ≥ φ−1
1/λ(max(x, y1)) ,

which implies that gλ(x, y2) ≥ gλ(x, y1).

(ii) If max(x, y2) ≤ max(φ1/λ(min(x, y2)), 1 − φ1/λ(min(x, y))), then it holds

that gλ(x, y2) = min(x, y2). If also gλ(x, y1) = min(x, y1), the proof is
trivial. Assume therefore that max(x, y1) > max(φ1/λ(min(x, y1)), 1 −
φ1/λ(min(x, y1))), whence gλ(x, y1) = φ−1

1/λ(max(x, y1)). Suppose that

x < y1 ≤ y2, then y1 > max(φ1/λ(x), 1 − φ1/λ(x)) ≥ y2, a contradition.
Hence, x ≥ y1 and x > max(φ1/λ(y1), 1 − φ1/λ(y1)). We now only need

to show that min(x, y2) ≥ φ−1
1/λ(x). If x ≤ y2, the inequality clearly holds

since ϕ1/λ(x) ≥ ϕ2
1/λ(x). If y2 ≤ x, then x ≤ max(φ1/λ(y2), 1−φ1/λ(y2)).

Since x > 1 − φ1/λ(y1) ≥ 1 − φ1/λ(y2), it then follows that x ≤ φ1/λ(y2).

Next we prove the implication. Consider (a, b, c) ∈ A3. Assume, without
loss of generality, that P (a, b) ≤ P (b, c). Since the TM-transitivity of R implies
the T

φ1/λ

nM -transitivity of P (Theorem 5.1), it suffices to consider the case

φ1/λ(P (a, b)) + φ1/λ(P (b, c)) > 1 ,

P (b, c) > max
(
φ1/λ(P (a, b)), 1 − φ1/λ(P (a, b))

)
and prove that φ−1

1/λ(P (b, c)) ≤ P (a, c).

Since R is weakly complete, it holds that

P (a, b) = ϕ−1
1/λ(ϕ1/λ(R(a, b)) · ϕ1/λ(1 −R(b, a)))

≥ ϕ−1
1/λ(ϕ1/λ(1 −R(b, a)) · ϕ1/λ(1 −R(b, a))) ,

P (a, b) = ϕ−1
1/λ(ϕ1/λ(R(a, b)) · ϕ1/λ(1 −R(b, a)))

≤ ϕ−1
1/λ(ϕ1/λ(R(a, b)) · ϕ1/λ(R(a, b))) .

This implies that R(b, a) ≥ 1 − φ1/λ (P (a, b)) and R(a, b) ≥ φ1/λ (P (a, b)).
By definition it holds that P (b, c) ≤ 1 −R(c, b).

(i) If R(c, b) < R(c, a), then the TM-transitivity of R implies that R(c, b) ≥
R(a, b) ≥ φ1/λ(P (a, b)) and

P (b, c) ≤ 1 −R(c, b) ≤ 1 − φ1/λ(P (a, b)) ,

a contradiction.

(ii) If R(c, b) > R(c, a), then the TM-transitivity of R implies that R(c, a) ≥
R(b, a) ≥ 1 − φ1/λ(P (a, b)) and

P (b, c) ≤ 1 −R(c, b) < 1 −R(c, a) ≤ φ1/λ(P (a, b)) ,

again a contradiction.
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(iii) If R(c, b) = R(c, a), then

P (b, c) ≤ 1 −R(c, b) = 1 −R(c, a) ≤ R(a, c) .

This implies that

P (a, c) = TF
1/λ(R(a, c), 1−R(c, a)) ≥ TF

1/λ(P (b, c), P (b, c)) = φ−1
1/λ(P (b, c)) .

It remains to be shown that no stronger result can be obtained. Consider
a conjunctor g such that g(x, y) > gλ(x, y) for some (x, y) ∈ ]0, 1]2. Assume,
without loss of generality, that x ≤ y.

(i) If (φ1/λ(x), φ1/λ(y)) ∈ ∆c, consider the reflexive fuzzy relation R on A =
{a, b, c} given by

R a b c
a 1 φ1/λ(x) min(φ1/λ(x), φ1/λ(y))
b 1 − φ1/λ(x) 1 φ1/λ(y)
c 1 1 − φ1/λ(y) 1

The fuzzy relation R is weakly complete and TM-transitive. For the corre-
sponding strict preference relation generated by means of TF

λ it holds that
P (a, b) = x, P (b, c) = y and P (a, c) = 0. However, P is not g-transitive,
since

P (a, c) = gλ(x, y) < g(x, y) = g(P (a, b), P (b, c)) .

(ii) If (φ1/λ(x), φ1/λ(y)) ∈ ∆ and y ≤ max(φ1/λ(x), 1−φ1/λ(x)), consider the
reflexive fuzzy relation R on A = {a, b, c} given by

R a b c
a 1 φ1/λ(x) φ1/λ(x)
b 1 − φ1/λ(x) 1 1
c 1 − φ1/λ(x) 1 − y 1

The fuzzy relation R is weakly complete and TM-transitive. For the corre-
sponding strict preference relation generated by means of TF

λ it holds that
P (a, b) = x, P (b, c) = y and P (a, c) = x. However, P is not g-transitive,
since

P (a, c) = gλ(x, y) < g(x, y) = g(P (a, b), P (b, c)) .

(iii) Finally, if (φ1/λ(x), φ1/λ(y)) ∈ ∆ and y > max(φ1/λ(x), 1 − φ1/λ(x)),
consider the reflexive fuzzy relation R on A = {a, b, c} given by

R a b c
a 1 φ1/λ(x) y
b 1 − φ1/λ(x) 1 1
c 1 − y 1 − y 1
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The fuzzy relation R is weakly complete and TM-transitive. For the cor-
responding strict preference relation generated by means of TF

λ it holds
that P (a, b) = x, P (b, c) = y and P (a, c) = φ−1

1/λ(y). However, P is not
g-transitive, since

P (a, c) = gλ(x, y) < g(x, y) = g(P (a, b), P (b, c)) . �

Note that the conjunctor gλ does not have neutral element 1 and is therefore
not a t-norm. Moreover, it does not hold that gλ ≤ TM. In the particular case
λ = 1, i.e. when using as generator i = TP, the above theorem expresses that

R is TM-transitive ⇒ P is g1-transitive ,

where

g1(x, y) =


0 , if

√
x +

√
y ≤ 1 ,

min(x, y) , if
√
x +

√
y > 1

and max(x, y) ≤ max(
√

min(x, y), 1 −
√

min(x, y)) ,

max(x2, y2) , otherwise .

Theorem 5.4 For any weakly complete reflexive fuzzy relation R with corre-
sponding strict preference relation P generated by means of TM, it holds that

R is TM-transitive ⇒ P is g0-transitive ,

where

g0(x, y) =

 min(x, y) , if min(x, y) ≥ 2 max(x, y) − 1
or min(x, y) = 0 ,

2 max(x, y) − 1 , otherwise.

Moreover, this is the strongest result possible.

Proof. Let us verify that g0 is a conjunctor. It is clear that g0 takes values in
[0, 1] and coincides on {0, 1}2 with the Boolean conjunction. Since g0(x, y) = 0
if min(x, y) = 0 and g0(x, y) = max(min(x, y), 2 max(x, y) − 1) otherwise, the
increasingness of g0 is immediate.

Next we prove the implication. Since Dasgupta and Deb [4] have already
proven that P is TM-transitive, and g0 ≥ TM, it suffices to show that

P (a, c) ≥ 2 max(P (a, b), P (b, c)) − 1

whenever min(P (a, b), P (b, c)) > 0. Assume, without loss of generality, that
P (a, b) ≤ P (b, c). Since P (a, c) = max(R(a, c) − R(c, a), 0) ≥ R(a, c) − R(c, a),
it suffices to prove that

R(a, c) −R(c, a) ≥ 2P (b, c) − 1 .
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Since both P (a, b) and P (b, c) are strictly positive, it holds that R(a, b) > R(b, a)
and R(b, c) > R(c, b). We now show that R(c, b) ≥ R(c, a). Due to the TM-
transitivity of R, it holds that

R(c, b) ≥ min(R(c, a), R(a, b)) .

Suppose that R(c, b) < R(c, a), whence R(c, b) ≥ R(a, b). It then follows that
R(c, b) > R(b, a) ≥ min(R(b, c), R(c, a)). Since R(b, a) ≥ R(b, c) contradicts
R(b, c) > R(c, b), it holds that R(b, a) ≥ R(c, a), and hence also R(c, b) ≥
R(c, a), again a contradiction. Therefore, R(c, b) ≥ R(c, a) effectively holds.

Since R is weakly complete, it holds that R(c, b) ≥ R(c, a) ≥ 1 − R(a, c).
Using P (b, c) = R(b, c) −R(c, b) ≤ 1 −R(c, b), we find

1 − P (b, c) ≥ R(c, b) ≥ R(c, a) ≥ 1 −R(a, c) ,

and conclude

R(a, c) −R(c, a) ≥ P (b, c) − (1 − P (b, c)) = 2P (b, c) − 1 .

It remains to be shown that no stronger result can be obtained. Consider
a conjunctor g such that g(x, y) > g0(x, y) for some (x, y) ∈ ]0, 1]2. Assume,
without loss of generality, that x ≤ y and consider the reflexive fuzzy relation
R on A = {a, b, c} given by

R a b c
a 1 (1 − y) + g0(x, y) (1 − y) + g0(x, y)

b (1 − x− y) + g0(x, y) 1 1

c 1 − y 1 − y 1

The fuzzy relation R is weakly complete and TM-transitive, but the correspond-
ing strict preference relation generated by means of TM is not g-transitive. In-
deed, it holds that

P (a, c) = g0(x, y) < g(x, y) = g(P (a, b), P (b, c)) . �

Note that g0 > TM and is therefore again not a t-norm. One easily verifies
that Theorems 5.2–5.4 can be summarized as follows.

Corollary 5.5 For any weakly complete reflexive fuzzy relation R with corre-
sponding strict preference relation P generated by means of i = TF

λ , λ ∈ [0,∞],
it holds that

R is TM-transitive ⇒ P is gλ-transitive ,
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where

gλ(x, y) =



0 , if φ1/λ(x) + φ1/λ(y) ≤ 1 ,

min(x, y) , if φ1/λ(x) + φ1/λ(y) > 1

and max(x, y) ≤ max(φ1/λ(min(x, y)), 1 − φ1/λ(min(x, y))) ,

φ−1
1/λ(max(x, y)) , otherwise .

Moreover, these are the strongest results possible.

Note that lim
λ→0

gλ = g0, lim
λ→1−

gλ = lim
λ→1+

gλ = g1 and lim
λ→∞

gλ = g∞. Re-

markably, the family (gλ)λ∈[0,∞] is neither increasing, nor decreasing w.r.t. the
parameter λ. This is in contrast to the general case, where the t-norm family
(T

φ1/λ

nM )λ∈[0,∞] describing the transitivity of P is decreasing w.r.t. the parameter
λ, from TM to TnM.

6 The strongly complete case revisited

In this section we focus on the strongly complete case. From the characterization
of T -transitive strongly complete fuzzy relations by De Baets et al. [10] (see
also the next section), it follows in particular that the indifference and strict
preference relations corresponding to a TM-transitive strongly complete fuzzy
relation are also TM-transitive. However, this characterization does not reveal
the strongest possible implications. Indeed, for the strict preference relation a
stronger result can be obtained.

Theorem 6.1 For any strongly complete reflexive fuzzy relation R with corre-
sponding indifference and strict preference relations I and P , it holds that

R is TM-transitive ⇒
{

P is gM-transitive ,
I is TM-transitive ,

where

gM(x, y) =

{
max(x, y) , if min(x, y) > 0 ,
0 , otherwise.

Moreover, this is the strongest result possible.

Proof. As mentioned above, it was shown in [10] that I is TM-transitive.
Moreover, we have shown in [16] that in general the transitivity of a reflexive
fuzzy relation is bounded by TM-transitivity. The same reasoning applies when
considering only strongly complete fuzzy relations.

Next, we consider the strict preference relation. It suffices to consider
P (a, b) > 0 and P (b, c) > 0 (which implies R(b, a) < 1 and R(c, b) < 1) and
prove that

max(P (a, b), P (b, c)) ≤ P (a, c) .
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Without loss of generality, we can assume that P (a, b) ≥ P (b, c). Since R is
strongly complete, it holds that R(a, b) = 1 and R(b, c) = 1, and R(c, b) ≥
R(b, a). The TM-transitivity of R implies that R(a, c) = 1, as well as

min(R(b, c), R(c, a)) = R(c, a) ≤ R(b, a) .

Hence, it holds that P (a, c) = 1−R(c, a) ≥ 1−R(b, a) = P (a, b), from which it
follows that P (a, b) = max(P (a, b), P (b, c)) ≤ P (a, c).

It remains to be shown that no stronger result can be obtained. Consider
a conjunctor g satisfying g(x, y) > gM(x, y) for some (x, y) ∈ ]0, 1]2. Assume,
without loss of generality, that x ≤ y and consider the following reflexive fuzzy
relation R on A = {a, b, c} given by

R a b c
a 1 1 1
b 1 − x 1 1
c 1 − y 1 − y 1

The fuzzy relation R is TM-transitive and strongly complete, but the corre-
sponding strict preference relation P is not g-transitive, since

P (a, c) = y = gM(x, y) < g(x, y) = g(P (a, b), P (b, c)) . �

As was the case when considering a weakly complete instead of a general
reflexive fuzzy relation R, also the transitivity that can be guaranteed for P
is stronger when considering a strongly complete instead of a weakly complete
reflexive fuzzy relation R. More in particular, it holds that gM > gλ, for any
λ ∈ [0,∞]; this is not surprising as the choice of the generator is irrelevant in
the strongly complete case.

7 On the converse implication

The only generalization of Theorems 1 and 2 to the fuzzy setting is due to De
Baets et al. [10]: for a strongly complete fuzzy relation R and a t-norm T ≥ TL

it holds that

R◦TR ⊆ R ⇔ (P ◦TM
P ⊆ P ∧ I ◦T I ⊆ I ∧ P ◦TL

I ⊆ P ∧ I ◦TL
P ⊆ P ) .

This result is intermediate between Theorems 1 and 2: although we are dealing
with a strongly complete fuzzy relation, the mixed compositional inequalities
enter as conditions in the converse implication. Note that this characterization
does not require the strongest type of transitivity of P , namely gM-transitivity.

In this section, we will try to generalize the above result for T = TM and
a weakly complete fuzzy relation. Moreover, as the strongest type of transitiv-
ity for the indifference relation, namely TM-transitivity, is obtained when using

22



i = TM (Corollary 4.5), we will focus our attention on this generator. Defi-
nitely, a generalization will require stronger conditions on the right-hand side.
As the strongest transitivity condition for P , namely g0-transitivity, has been
determined in Section 5, we investigate the mixed compositional inequalities.

Proposition 7.1 For any weakly complete reflexive fuzzy relation R with corre-
sponding indifference and strict preference relations I and P generated by means
of i = TM, it holds that

R ◦TM
R ⊆ R ⇒ (P ◦TL

I ⊆ P ∧ I ◦TL
P ⊆ P ).

Moreover, this is the strongest result possible.

Proof. We prove the first inclusion, the second one being analogous. Con-
sider (a, b, c) ∈ A3, then we have to show that

max(P (a, b) + min(R(b, c), R(c, b)) − 1, 0) ≤ P (a, c) ,

or equivalently,

min(P (a, b) + R(b, c) − 1, P (a, b) + R(c, b) − 1) ≤ P (a, c) .

It suffices to prove that P (a, b) + R(b, c) − 1 ≤ P (a, c). In case P (a, b) = 0,
this inequality trivially holds. In case P (a, b) > 0, it holds that P (a, b) =
R(a, b) −R(b, a). We distinguish two cases:

(i) If R(b, a) ≥ R(b, c), then

P (a, b) + R(b, c) − 1 = R(a, b) −R(b, a) + R(b, c) − 1 ≤ 0 ≤ P (a, c) .

(ii) If R(b, a) < R(b, c), the TM-transitivity of R implies that

R(b, a) ≥ min(R(b, c), R(c, a)) = R(c, a) ,
R(a, c) ≥ min(R(a, b), R(b, c)) ≥ R(a, b) + R(b, c) − 1 .

It then follows that

P (a, c) = max(R(a, c) −R(c, a), 0)
≥ R(a, c) −R(c, a)
≥ R(a, b) + R(b, c) − 1 −R(b, a)
= P (a, b) + R(b, c) − 1 .

No stronger result can be obtained. Consider a conjunctor h such that
h(x, y) > TL(x, y) for some (x, y) ∈ ]0, 1]2. Consider the reflexive fuzzy relation
R on A = {a, b, c} given by

R a b c
a 1 1 y
b 1 − x 1 y
c 1 − xχ∆(x, y) 1 1
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The fuzzy relation R is weakly complete and TM-transitive, but the strict pref-
erence and indifference relations generated by means of i = TM do not satisfy
P ◦h I ⊆ P , since

P (a, c) = TL(x, y) < h(x, y) = h(P (a, b), I(b, c)) .

Similarly, consider a conjunctor g such that g(x, y) > TL(x, y) for some
(x, y) ∈ ]0, 1]2. Consider the reflexive fuzzy relation R on A = {a, b, c} given by

R a b c
a 1 x x
b 1 1 1
c 1 − yχ∆(x, y) 1 − y 1

The fuzzy relation R is weakly complete and TM-transitive, but the strict pref-
erence and indifference relations generated by means of i = TM do not satisfy
I ◦h P ⊆ P , since

P (a, c) = TL(x, y) < h(x, y) = h(I(a, b), P (b, c)) . �

Example 7.1 Consider the weakly complete reflexive fuzzy relation R on A =
{a, b, c} given by

R a b c
a 1 1 0.8
b 0.7 1 1
c 0.5 0.5 1

The strict preference and indifference relations generated by means of i = TM

are given by

P a b c
a 0 0.3 0.3
b 0 0 0.5
c 0 0 0

I a b c
a 1 0.7 0.5
b 0.7 1 0.5
c 0.5 0.5 1

One easily verifies that P is g0-transitive, I is TM-transitive and P ◦TL
I ⊆ P

and I◦TL
P ⊆ P . However, the fuzzy relation R does not even satisfy the weakest

type of transitivity (cS-transitivity), since

R(a, c) = 0.8 < cS(1, 1) = cS(R(a, b), R(b, c)) .

We therefore conclude that

R ◦cS R ⊆ R ̸⇐


P ◦g0 P ⊆ P
I ◦TM

I ⊆ I
P ◦TL

I ⊆ P
I ◦TL

P ⊆ P .

This is a rather disappointing result as it implies that characterizations in terms
of fuzzy relational compositions are simply not possible, even not in the weakly
complete case.
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8 Conclusion

In this work, we have carried out an in-depth study of the transitivity of the
indifference and strict preference relations generated from a strongly or weakly
complete fuzzy pre-order. In the weakly complete case, we have identified the
strongest type of transitivity of the indifference relation in function of the gen-
erator, while for the strict preference relation this has (only) been realized for
a Frank t-norm as generator, leading to an interesting family of conjunctors.
Moreover, in the strongly complete case, we have identified the strongest type
of transitivity of the strict preference relation. Finally, we have shown that the
quest for compositional characterizations of fuzzy pre-orders, other than in the
known strongly complete case, can never be successful.
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