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Abstract

Real-world applications demand effective methods to estimate the class distribution of a sample. In many domains, this is more productive than seeking individual predictions. At a first glance, the straightforward conclusion could be that this task, recently identified as quantification, is as simple as counting the predictions of a classifier. However, due to natural distribution changes occurring in real-world problems, this solution is unsatisfactory. Moreover, current quantification models based on classifiers present the drawback of being trained with loss functions aimed at classification rather than quantification. Other recent attempts to address this issue suffer certain limitations regarding reliability, measured in terms of classification abilities. This paper presents a learning method that optimizes an alternative metric that combines simultaneously quantification and classification performance. Our proposal offers a new framework that allows the construction of binary quantifiers that are able to accurately estimate the proportion of positives, based on models with reliable classification abilities.

Keywords: Quantification, Class distribution estimation, Performance metrics, Reliability, Multivariate predictions

1. Introduction

Any data scientist who had tackled real-world problems knows that there exist classification domains that are inherently complex, it being very difficult to obtain accurate predictions when focusing on each specific example; i.e., to achieve high classification accuracy. However, it is not so strange to require estimations about the characteristics of the overall sample instead,
mainly with respect to data distribution. Tentative application scopes include opinion mining [1], network-behavior analysis [2], remote sensing [3], quality control [4], word-sense disambiguation [5], monitoring of support-call logs [6], credit scoring [7] and adaptive fraud-detection [8], among others.

For instance, in order to measure the success of a new product, there is an increasing demand for methods for tracking overall consumer opinion, superseding classical approaches aimed at individual perceptions. To answer questions like *how many clients are satisfied with our new product?*, we need effective algorithms focused on estimating the distribution of classes from a sample. This has emerging relevance when dealing with the tracking of trends over time [9], such as early detection of epidemics and endangered species, risk prevalence, market and ecosystem evolution, or any other kind of distribution change in general.

In many business, scientific and medical applications, it is sufficient, and sometimes even more relevant, to obtain estimations at an aggregated level in order to properly plan strategies. Companies could obtain greater returns on investment if they are able to accurately estimate the proportion of events that will involve higher costs or benefits. This will avoid wasting resources in guessing the class of each specific event; a task that usually reveals itself as complex, expensive and error-prone. For example, the estimation of the proportion of policy holders that will be involved in accidents during the next year, or the estimation of overall consumer satisfaction with respect to any specific product, service or brand.

In machine learning, the task of quantification is *to accurately estimate the number of positive cases (or class distribution) in a test set, using a training set that may have a substantially different distribution* [10]. Despite having many potential applications, this problem has barely been addressed within the community, and has yet to be properly standardized in terms of error measurement, experimental setup and methodology in general. Unfortunately, quantification has attracted little attention due to the mistaken belief of it being somewhat trivial. The key problem is that it is not as simple as classifying and counting the examples of each class, seeing as different distributions of train and test data can have a huge impact on the performance of state-of-the-art classifiers. The general assumption made by classification methods is that the samples are representative [11], which implies that the within-class probability densities, $Pr(x|y)$, and the a priori class distribution, $Pr(y)$, do not vary.

The influence of different changing environments on classification and the performance of
knowledge-based systems has been analyzed in several studies (see, for instance, [7, 12, 13]), suggesting that addressing distribution drifts is a complex and critical problem. Moreover, many papers focus on addressing distribution changes for classification, offering different views of what is subject to change and what is assumed to be constant. As in previous quantification-related papers, we focus only on studying changes in the a priori class distribution, while maintaining within-class probability densities constant. Domains of this kind are identified as $Y \rightarrow X$ problems by Fawcett and Flach [14]. Provided that we use stratified sampling [15], an example of situations where $P(r|x|y)$ does not change is when the number of examples of one or both classes is conditioned by the costs associated with obtaining and labeling them [16]. The explicit study of other types of distribution shifts, as well as $X \rightarrow Y$ domains, fall outside the scope of this paper (for further reading, we refer the reader to [17, 18, 19, 20]).

Receiver Operating Characteristic (ROC) analysis is quite a popular technique for the graphical analysis of classification models [21]. A classifier may be trained for one particular operating condition, defined by one class distribution and cost proportion, but might then be deployed on a different condition. ROC curves visualize how the true positive rate (TPR) and the false positive rate (FPR) evolve for the same classifier for a range of thresholds. The threshold is the element to adapt a classifier to a given operating condition. ROC-based methods [8, 22] and cost curves [23] have been successfully applied to adjust the classification threshold, given that new class priors are known in advance. However, as already stated by Forman [10], these approaches are not useful for estimating class distributions from test sets. Similarly, if these new priors are unknown, two main approaches have been followed in the literature. On the one hand, most published papers focus on adapting the deployed models to the new conditions [24, 25, 26, 27, 28]. On the other hand, the alternative view is mainly concerned with enhancing robustness in order to learn models that are more resilient to changes in class distribution [29]. Whatever the case may be, the aim of these methods, although related, is quite different from that of quantification, as adapting a classifier for improving individual classification performance does not imply obtaining better quantification predictions, as we shall discuss later. Moreover, there exists a natural connection with imbalance-tolerant methods, mainly those based on preprocessing of data [30]. Actually, quantification was originally designed to deal with highly imbalanced datasets [10]; however, these preprocessing techniques are not directly applicable in changing environments.

The main approach that has been studied in the literature for learning an explicit binary-
quantification model is based on standard classifiers, following a two-step training procedure. The first step is to train a classifier optimizing a classification metric, usually accuracy. The next step is then to study some relevant properties of this classifier. The aim of this second step is to correct the quantification prediction obtained from aggregating classifier estimates [10, 31].

An open question is whether it may be more effective to learn a classifier optimizing a quantification metric, instead of a classification performance measure. Conceptually, this alternative strategy is more formal, because the learning process takes into account the target performance measure. The main contribution of this paper is to explore this approach in detail.

The idea of optimizing a pure quantification metric during learning was introduced by Esuli and Sebastiani [1], although these authors neither implement nor evaluate it. Their proposal is based on learning a binary classifier with optimum quantification performance. We argue that this method has a pitfall. The key problem that arises when optimizing a pure quantification measure is that the resulting hypothesis space contains several global optimums. In practice, however, these optimum hypotheses are not equally good due to the fact that they differ in terms of the quality of their future quantification predictions. This paper claims that the robustness of a quantifier based on an underlying classifier is directly related to the reliability of such classifier. For instance, given several models showing equivalent quantification performance during training, the learning method should prefer the best one in terms of its potential for generalization. As we shall analyze later, this factor is closely related with their classification abilities.

This lead us to further explore Esuli and Sebastiani’s approach with the aim of building a learning method able to induce more robust quantifiers based on classifiers that are as reliable as possible. In order to accomplish this goal, we introduce a new metric that combines both factors. That is, a metric that combines classification performance with quantification performance, resulting in better quantification models.

As occurs with any other quantification metric, our proposal measures performance from an aggregated perspective, taking into account the whole sample. The difficulty involved in optimizing such functions is that they are not decomposable as a linear combination of the individual errors. Hence, not all binary learners are capable of optimizing them directly, requiring a more advanced learning machine. In this paper we adapt Joachim’s multivariate SVMs [32] to implement our proposal and the idea presented by Esuli and Sebastiani. In order to validate these two approaches, another key contribution is to perform an exhaustive study in which we compare
them, along with several state-of-the-art quantifiers, by means of benchmark datasets from the UCI Machine Learning repository [33].

The paper is organized as follows. Section 2 introduces binary quantification as a learning task. Core concepts, notation and performance metrics for binary quantification are presented first. Then, a brief review of available quantification methods is provided, including those approaches based on adjusted classification (Section 2.2.2) and threshold selection policies (Section 2.2.3). Quantification-oriented learning is analyzed in depth in Section 3. First, we describe the idea proposed by Esuli and Sebastiani. Then, we discuss a possible pitfall in their approach. Finally, we introduce our method (Section 3.3), based on a new quantification measure called $Q$-measure. For a better understanding of our proposal, we describe $Q$-measure, both conceptually and graphically, in comparison with other performance measures. Section 4 reports the experiments performed, including the experimental setup, datasets, algorithms and statistical tests employed. The results are discussed in terms of different quantification measures. The paper ends by drawing some conclusions in Section 5.

2. Binary quantification

From a statistical point of view, the aim of a binary quantification task is to estimate the prevalence of an event or property within a sample. During the learning stage, we have a training set with examples labeled as positives or negatives; formally, $D = \{ (x_i, y_i) : i = 1 \ldots S \}$, in which $x_i$ is an object of the input space $X$ and $y_i \in Y = \{-1, +1\}$. This dataset shows a specific distribution that can be summarized with the actual proportion of positives or prevalence. The learning goal is to obtain a model able to predict the prevalence ($p$) of another sample, usually identified as the test set, that may show a markedly different distribution of classes. Thus, the input data is equivalent to that of traditional classification problems, but the focus is on the estimated prevalence ($p'$) of the sample, rather than on the class assigned to each individual example. Notice that we use $p$ and $p'$ to identify the actual and estimated prevalences of any sample; these variables are not tied to training or test sets in any way.

Table 1 summarizes the notation that we shall employ throughout the paper. First, an algorithm is applied over the training set in order to learn a classifier. Then, we take the test set, where $P$ represents the count of actual positives and $N$ the count of actual negatives. Once the classifier is applied over this second set to predict its classes, we have that $P'$ is the count of
Table 1: Contingency table for binary problems

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>P’</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>N’</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

\[(S = P + N = P’ + N’)]

individuals predicted as positives, \(N’\) the count of predicted negatives, while \(TP, FN, TN\) and \(FP\) represent the count of true positives, false negatives, true negatives and false positives. We can then obtain the actual and estimated prevalences as \(p = P/S\) and \(p’ = P’/S\), respectively. Notice again that these values can be computed for any set of examples, provided we use the classifier to predict their classes, even for the training set itself.

2.1. Performance measures for binary quantification

This section presents a brief review of several quantification loss functions that have been applied in previous quantification papers.

2.1.1. Estimation bias

According to Forman [10], the estimation bias is a natural error metric for quantification, which is computed as the estimated percentage of positives minus the actual percentage of positives

\[
\text{bias} = p’ - p = \frac{P’ - P}{S} = \frac{FP - FN}{S}. \tag{1}
\]

When a method outputs more \(FP\) than \(FN\), it shows a positive bias, and vice-versa. Thus, this metric measures whether the model tends to overestimate or underestimate the proportion of the positive class. However, this metric is not useful for evaluating the overall performance in terms of average error (for a collection of sets), for the reason that negative and positive biases are neutralized. That is, as Forman points out, *a method that guesses 5% too high or too low equally will often have zero bias* on average.

2.1.2. Absolute and squared errors

Forman proposed [10, 34, 35] the Absolute Error (AE) between actual and predicted positive prevalence as a standard loss function for quantification, that is simple, interpretable and directly applicable:

\[
AE = |p’ - p| = \left| \frac{P’ - P}{S} \right| = \frac{|FP - FN|}{S}. \tag{2}
\]
As an alternative to $AE$, Bella et al. [31] proposed the Squared Error ($SE$):

$$SE = (y' - p)^2 = \left( \frac{P' - P}{S} \right)^2 = \left( \frac{FP - FN}{S} \right)^2.$$  

Actually, Mean Absolute Error ($MAE$) and Mean Squared Error ($MSE$) are probably the most commonly used loss functions in regression problems. The concept of computing the absolute or squared error of real value estimations can be extended to any problem based on a continuous variable, like $p$. However, in the case of quantification, averaging among samples with different actual prevalence or from different domains has some implications that should be carefully taken into account [10]. Note, for instance, that having a 5% $AE$ for a test set with 45% of positive examples may not be equivalent to obtaining the same error over a test set with only 10% of positive examples.

### 2.1.3. Kullback-Leibler Divergence

Kullback-Leibler Divergence ($KLD$), also known as normalized cross-entropy (see [1, 10]), can be applied in the context of quantification. Assuming that we have only two classes, the final equation is:

$$KLD = \frac{P}{S} \cdot \log \left( \frac{P}{P'} \right) + \frac{N}{S} \cdot \log \left( \frac{N}{N'} \right).$$  

This metric determines the error made in estimating the predicted distribution ($P'/S$, $N'/S$) with respect to the true distribution ($P/S$, $N/S$).

The main advantages of $KLD$ are that it may be more appropriate to average over different test prevalences and more suitable for extending the quantification task for multiclass problems. However, a drawback of $KLD$ is that it is less interpretable than other measures, like $AE$. Moreover, we also need to define its output for those cases in which $P$, $N$, $P'$ or $N'$ are zero (see Section 3.4.2).

### 2.2. Quantification methods: state-of-the-art

The task of quantification has been formally addressed in a limited number of papers in recent years, with several complementary approaches having been proposed. Here we present a brief review of some of them.
2.2.1. Classify and count

The most simple method for building a quantifier is to learn a classifier, use the resulting model to label the instances of the sample and count the proportions of each class. This method is taken as a baseline by Forman [10], identifying it as Classify & Count (CC). Actually, it is straightforward to conclude that a perfect classifier would lead to a perfect quantifier. The key problem is that developing a perfect classifier is unrealistic, getting instead imperfect classifiers in real-world environments. This also implies that the quantifier will inherit the bias of the underlying classifier.

For instance, given a binary classification problem in which the learned classifier tends to misclassify some positive examples, then the derived quantifier will underestimate the proportion of the positive class. This effect becomes even more problematic in a changing environment, in which the test distribution is usually substantially different from that of the training set. Following the previous example, when the proportion of the positive class goes up uniformly in the test set, then the number of misclassified positive instances increases and the quantifier will underestimate the positive class even more. Forman highlighted and studied this behavior for binary quantification, proposing several methods to tackle such bias.

2.2.2. Quantification via adjusted classification

With the aim of correcting classification bias, Forman [34] proposed a method termed Adjusted Count (AC), in which the process is to train a classifier and estimate its \( tpr \) (true positive rate) and \( fpr \) (false positive rate) characteristics:

\[
tpr = \frac{TP}{P} \quad \text{and} \quad fpr = \frac{FP}{N},
\]

through cross-validation over the training set. That is, for each fold we compute \( TP, FP, P \) and \( N \) to average \( tpr \) and \( fpr \) across all folds. The next step is then to count the positive predictions of the classifier over the test examples (i.e., just like the CC method) and adjust this value via the following formula

\[
p'' = \frac{p' - fpr}{tpr - fpr},
\]

where \( p'' \) denotes the adjusted proportion of positive test examples and \( p' \) is the estimated proportion obtained by counting the classifier outputs over the test set. In some cases, this leads to
infeasible estimates of $p$, requiring a final step in order to clip the estimation into the range $[0, 1]$. Bearing in mind that the values of $tpr$ and $fpr$ are also estimates, we obtain an approximation, $p''$, of the actual proportion, $p$. These two rates are crucial in understanding quantification methods as proposed by Forman because they are designed under the assumption that the a priori class distribution, $Pr(y)$, changes, but the within-class probability densities, $Pr(x|y)$, do not. This in turn ensures that both classifier characteristics, $tpr$ and $fpr$, are independent of changes in class distribution (see [14]).

Note that due to (5), only the $tpr$ fraction of any shift in $P$ will be perceived by the already-trained classifier ($TP = tpr \cdot P$). Moreover, the $fpr$ fraction of $N$ is misclassified as false positives ($FP = fpr \cdot N$). In line with these observations, Forman [10] states the following theorem and its corresponding proof:

**Theorem 2.1 (Forman’s Theorem).** For an imperfect classifier, the CC method will underestimate the true proportion of positives $p$ in a test set for $p > p^*$, and overestimate for $p < p^*$, where $p^*$ is the particular proportion at which the CC method estimates correctly; i.e., the CC method estimates exactly $p^*$ for a test set having $p^*$ positives.

The overall conclusion is that a non-adjusted classifier tends to underestimate the prevalence of the positive class when it increases, and vice-versa.

### 2.2.3 Quantification via threshold selection policies

Given that the AC method allows any base classifier to be used to build a quantifier, the underlying learning process has attracted little attention. Much of the effort is once again due to Forman, who proposed a collection of methods based on training a linear SVM classifier, employing a posterior calibration of its threshold. The main difference between these methods is the threshold selection policy employed, aimed at alleviating some drawbacks of AC correcting formula from alternative perspectives.

A key problem related to the AC method is that its performance mainly depends on the degree of imbalance in the training set, worsening when the positive class is scarce [35]. In this case, the underlying classifier tends to minimize the false positive errors, which usually implies a low $tpr$ (see [22]) and a small denominator in Equation (6). This fact produces high vulnerability to fluctuations in the estimation of $tpr$ or $fpr$. 9
For highly imbalanced situations, the main intuition is that selecting a threshold that allows more true positives, even at the cost of many more false positives, could afford better quantification performance. The goal is to choose those thresholds where the estimates of \( tpr \) and \( fpr \) have less variance or where the denominator in Equation (6) is large enough to be more resistant to estimation errors. For instance, the \( \text{Max} \) method selects a threshold that maximizes the difference between \( tpr \) and \( fpr \), while the \( X \) method chooses the threshold where \( fpr = 1 - tpr \), avoiding the tails of both curves. In line with this last idea and assuming that positives constitute the minority class, the T50 method selects the threshold with \( tpr = 50\% \), avoiding only the tails of \( tpr \) curve.

Notwithstanding, there is another problem related with all these methods arising from the fact that the estimation of \( tpr \) and \( fpr \) can differ significantly from the real values. Forman thus proposed a more advanced method, \( \text{Median Sweep (MS)} \), based on estimating the prevalence for all thresholds during testing, in order to compute their median. This strategy is comparatively consistent, smoothing over estimation errors like in bootstrap-based algorithms and showing promising empirical results in practice.

2.2.4. Quantification via probability estimators

Bella et al. [31] have recently developed a family of methods they call \( \text{probability estimation & average} \). Their core proposal is to develop a probabilistic version of AC. First they introduce a simple method called \( \text{Probability Average (PA)} \), which is clearly aligned with CC. The key difference is that the classifier learned is probabilistic in this case. Once the probability predictions are obtained from the test dataset, the average of these probabilities is computed for the positive class as follows:

\[
\hat{\pi}_T^{PA}(+) = \frac{1}{S} \sum_{i=1}^{S} \Pr(y_i = +1| x_i). \tag{7}
\]

As might be expected, when the proportion of positives changes between training and test, then PA will underestimate or overestimate as occurs with CC. These authors thus propose an enhanced version of this method, called \( \text{Scaled Probability Average (SPA)} \). Similar to CC and AC, the estimation \( \hat{\pi}' \) obtained from Equation (7) is corrected according to a simple scaling formula:

\[
\hat{\pi}'' = \pi_T^{SPA}(+) = \frac{\hat{\pi}' - FP_{pa}}{TP_{pa} - FP_{pa}}. \tag{8}
\]
where $TP_{pa}$ and $FP_{pa}$ are values estimated from the training set, defined respectively as TP probability average or positive probability average of the positives

$$TP_{pa} = \hat{\pi}_{Train,\oplus} = \frac{\sum\{i|y_i=+1\} Pr(y_i = +1|x_i)}{\#\{y_i = +1\}},$$

and FP probability average or positive probability average of the negatives

$$FP_{pa} = \hat{\pi}_{Train,\ominus} = \frac{\sum\{i|y_i=-1\} Pr(y_i = +1|x_i)}{\#\{y_i = -1\}}.$$

The expression defined in Equation (8) yields a probabilistic version of Forman’s adjustment defined in Equation (6). In their experiments, the SPA method outperforms CC, AC and T50; although they do not compare their proposal with other methods based on threshold selection policies like Max, X or MS.

3. Quantification-oriented learning

Esuli and Sebastiani [1] suggest the first training approach explicitly designed to learn a binary quantifier, in the context of a sentiment quantification task. However, a key limitation is that they neither implement nor validate it. This paper presents the first experiment results based on such an approach. Moreover, in this section we point out a possible pitfall in their idea and propose an alternative based on a new quantification measure, called $Q$-measure.

3.1. Idea proposed by Esuli and Sebastiani

Although the training method that these authors describe is also based on building a classifier, in this case the learning process optimizes the quantification error, without taking into consideration the classification performance of the model. Essentially, as their focus is on binary quantification problems, they argue that compensating the errors between both classes provides the means for obtaining better quantifiers. Therefore, the key idea is to optimize a metric derived from the expression $|FP - FN|$. That is, a perfect quantifier should simply counterbalance all false positives with the same amount of false negative errors. In fact, all loss functions reviewed in Section 2.1 reach their optimum when this difference is equal to 0.

One difficulty in implementing this idea is that not all binary learners are capable of optimizing this kind of metric, because such functions are not decomposable as a linear combination
of the individual errors. Hence, this approach requires a more advanced learning machine, like
\( SVM_{multi} \) [32], which provides an efficient base algorithm for optimizing non-linear functions
computed from the contingency table (see Table 1). However, the straightforward benefit is that
these methods address the quantification problem from an aggregated perspective, taking into
account the performance over whole samples, which seems more appropriate for the problem in
general.

Therefore, rather than learning a traditional classification model like

\[ h : \mathcal{X} \rightarrow \mathcal{Y}, \]

the core idea of \( SVM_{multi} \) is to transform the learning problem into one of multivariate pre-
diction. That is, the goal is to induce a hypothesis, \( \bar{h} \), that maps all feature vectors of a sample
\( \bar{x} = (x_1, \ldots, x_S) \) to a tuple \( \bar{y} = (y_1, \ldots, y_S) \) of \( S \) labels

\[ \bar{h} : \bar{X} \rightarrow \bar{Y}, \]

in which \( \bar{x} \in \bar{X} = \mathcal{X}^S \) and \( \bar{y} \in \bar{Y} = \{-1, +1\}^S \). This multivariate mapping is implemented via
a linear discriminant function

\[ \bar{h}_w(\bar{x}) : \operatorname{arg\,max}_{\bar{y} \in \bar{Y}} \{ \langle w, \Psi(\bar{x}, \bar{y}) \rangle \}, \]

where \( \bar{h}_w(\bar{x}) \) yields the tuple \( \bar{y}' = (y'_1, \ldots, y'_S) \) of \( S \) predicted labels with a higher score ac-
cording to the linear function defined by the parameter vector, \( w \). The joint feature map, \( \Psi \),
describes the match between a tuple of inputs and a tuple of outputs. For the quantification-
oriented methods presented in this paper, we use the same form proposed by Joachims for binary
classification

\[ \Psi(\bar{x}, \bar{y}') = \sum_{i=1}^S x_i y'_i. \]

This setup allows the learner to consider the predictions for all the examples and, in turn,
optimize a sample-based loss function, \( \Delta \). The optimization problem for obtaining \( w \) given a
non-negative $\Delta$ is as follows

$$\min_{w, \xi \geq 0} \frac{1}{2} \langle w, w \rangle + C \xi$$

$s.t.$

$$\langle w, \Psi(\bar{x}, \bar{y}) - \Psi(\bar{x}, \bar{y}') \rangle \geq \Delta(\bar{y}, \bar{y}') - \xi, \quad \forall \bar{y}' \in \bar{Y} \setminus \bar{y}.$$  

Notice that the constraint set of this optimization problem is extremely large, including one constraint for each tuple $\bar{y}'$. Solving this problem directly is intractable due to the exponential size of $\bar{Y}$. Instead, we obtain an approximate solution applying Algorithm 1 described in [32]. The key idea of this algorithm is to iteratively construct a sufficient subset of the set of constraints. In each iteration, the most violated constraint is added to the active subset of constraints. The search for this constraint depends on the target loss function. Given any metric computed from the contingency table, such as the quantification loss functions defined previously, Algorithm 2 [32] efficiently returns the most violated constraint. Note that the non-negativity condition imposed on $\Delta$ implies that estimation bias cannot be optimized because it may return negative values.

3.2. Discussion

The two major frameworks described up to this point may present some drawbacks under specific conditions, as occurs with all learning paradigms. On the one hand, Forman’s methods provide estimations that are obtained in terms of modified classification models, optimized to improve their classification accuracy, instead of training them to reduce their quantification error. Although these algorithms showed promising quantification performance in practice, it seems more orthodox to build quantifiers by optimizing a quantification metric, as stated by Esuli and Sebastiani.

However, their proposal does not take classification accuracy into account as long as the quantifier balances the number of errors between both classes, even at the cost of obtaining a rather poor classifier. That is, Esuli and Sebastiani propose that the learning method should optimize a quantification measure that simply deteriorates with $|FP - FN|$. We strongly believe that it is also important for the learner to consider the classification performance as well. Our claim is that this aspect is crucial to ensure a minimum level of confidence for the deployed models. The key issue is that pure quantification measures do not take into account the classification abilities of the model, producing several optimum points within the hypothesis search space (any that fulfills $FP = FN$). However, some of these hypotheses are less reliable than others.
In order to analyze this issue we shall use the example in Figure 1, which represents all instances of the iris dataset. This training set contains three classes, with the same percentage for each of them. The learning task is to obtain a quantifier, not a classifier, for class 3 (i.e., class 3 is the positive class) while the negative class comprises classes 1 and 2 and we need a model to predict the prevalence of class 3. The figure depicts two hypotheses: $w_1$ and $w_2$; the former classifies all examples of class 1 as positives, while the latter predicts the majority of examples of class 3 as positives. Both hypotheses are perfect quantifiers for class 3 according to the training data. It is important to recall that all classes of the dataset have the same number of examples. For that reason, hypothesis $w_1$ is a perfect quantifier for class 3 because it predicts the exact prevalence of class 1, which is the same prevalence as that of class 3. Any learning method that only takes quantification performance into account is not able to distinguish between $w_1$ and $w_2$. Our claim is that $w_2$ should be preferred, because it is the better classifier, being more robust to changes in class distribution. Actually, $w_1$ will quantify any change in the proportion of class 3 in the opposite direction due to the fact that the hyperplane defined by $w_1$ is irrelevant in the distinction between positive and negative examples. That is, using $w_1$, any increment in the proportion of class 3 results in a decrement in the quantification of that class, and vice-versa. In contrast, the estimations of $w_2$ increase or decrease in the same direction as these changes.

Interestingly enough, the strength of Forman’s approach is the weakness of the proposal presented by Esuli and Sebastiani, and vice-versa. While the latter approach emphasizes quantification ability during optimization, the former concentrates on building and characterizing classifiers in order to apply them as quantifiers. In this respect, our proposal may be able to soften these drawbacks, considering both classification and quantification performance during learning and thus producing more reliable and more robust quantifiers.

In fact, reliability is always a key issue when applying machine learning methods in practice. The question to be answered is how to measure the reliability that a quantifier offers, or whether it is reasonable for it not to be able to classify a minimum number of examples correctly.

The formal approach to obtain such quantifiers is to design a metric that somehow combines classification and quantification abilities and then apply a learning algorithm able to select a model that optimizes such a metric. This is the core idea of our proposal, which we shall introduce in the next section.
3.3. Our Proposal

Conceptually, the strategy of merging two complementary learning objectives is not new; we find the best example in information retrieval. The systems developed for such tasks are trained to balance two goals: retrieving as many relevant documents as possible, but discarding non-relevant ones. The metric that allows assessing how close these complementary goals are to being accomplished is $F$-measure [36]. Actually, this metric emerges from the combination of two ratios: recall ($TP/P$), which was already defined as $tpr$ in (5), and precision ($TP/P'$). In a certain respect, we face a similar problem in quantification.

The first element of our proposal is a new family of score functions, inspired by the aforementioned $F$-measure. We need two core ingredients, a metric for quantification and another for classification. The additional advantage of this approach is flexibility, in the sense that almost any combination of measures can be potentially selected by practitioners. This new family is mainly aimed at guiding model selection during the learning stage. But, to a certain extent, it also allows the comparison of quantifiers trained with different approaches, whether or not they are based on these ideas. Evaluating quantifiers from this twofold perspective assists us in analyzing their reliability.
3.4. **Q-measure: balancing quantification and classification**

All the above leads us to present a new metric, called *Q-measure*, which simultaneously balances quantification and classification performance. The first point worth noting is that quantification is mostly explored for binary problems, in which the positive class is usually more relevant and must be correctly quantified. Thus, the design of *Q-measure* described in this paper is focused on a binary quantification setting.

In summary, our approach is based on a similar concept to the standard classification metric *F-measure*

\[
F_\beta = (1 + \beta^2) \cdot \frac{\text{precision} \cdot \text{recall}}{\beta^2 \cdot \text{precision} + \text{recall}},
\]

which balances an adjustable tradeoff between precision and recall. Analogously, we suggest *Q-measure*, defined as

\[
Q_\beta = (1 + \beta^2) \cdot \frac{\text{cperf} \cdot \text{qperf}}{\beta^2 \cdot \text{cperf} + \text{qperf}}.
\]

The \(\beta\) parameter allows weighting \(\text{cperf}\) and \(\text{qperf}\) measures, providing an AND-like behavior. Note that \(\text{cperf}\) and \(\text{qperf}\) stand for classification performance and quantification performance, respectively. The selection of these metrics depends on the final learning goal, bearing in mind that they should be bounded between 0 and 1 in order to be effectively combined, representing the worst and best case, respectively.

We now explore some alternatives through graphical representations. The motivation behind Figures 2, 3 and 4 is to enable us to analyze the behavior of different loss functions with respect to all combinations of values for \(FP\) and \(FN\); both under balanced (2a, 3a and 4a) and unbalanced (2b, 3b and 4b) training conditions. Each of the 2D plots is the \(xy\)-projection of its lower 3D graph. Darker colors mean better scores. Notice also that 3D views are rotated over the \(z\)-axis in order to make it easier to visualize the surfaces and that the \(x\)-axis ranges are different between balanced and unbalanced cases. Intuitively, a well-conceived learning procedure should tend to move towards those models whose scores fall within the darker areas. In other words, these graphs illustrate the hypothesis search space of each metric.

### 3.4.1. Classification performance

In Figure 2 we review some candidate classification metrics. In line with the binary quantification setting introduced previously, a natural choice for \(\text{cperf}\) is accuracy, defined as \((TP + TN)/S\). However, this choice has some drawbacks, because quantification is usually applied...
over an unbalanced binary problem, in which negatives are the majority class, resulting from a combination of several related classes (one-vs-all).

Other standard alternatives are $F_1$, defined in Equation (10), and the geometric mean of $tpr$ (recall) and $tnr$ (true negative rate), defined as $GM = \sqrt{TP/P \cdot TN/N}$; i.e., the geometric mean of sensitivity and specificity. $GM$ is particularly useful when dealing with unbalanced problems in order to mitigate the bias towards the majority class during learning [37].

An interesting property of both $tpr$ and $tnr$ is that their respective search spaces are only defined over one of the two classes, and hence they are invariant to changes in the dimension of the other. Notice that the graphical representation of $tnr$ is equivalent to $tpr$ or recall in Figure 2, though rotated 90° over the $z$-axis. That is why $GM$ also shows a constant shape between balanced (Figure 2a) and unbalanced cases (Figure 2b), with a proper scaling for the $y$-axis. It is also worth noting that accuracy approaches $tnr$ when the size of the positive class is negligible ($(TP + TN)/S \approx TN/N$, when $P \to 0$).

Therefore, we believe that accuracy may be appropriate only in those cases in which we are dealing with problems where both classes have a similar size, so we discard it. Regarding $F_1$ and $GM$, although both could be appropriate, we finally focus on recall for our study. A potential benefit of maximizing recall is that this may lead to a greater denominator in Equation (6), providing more stable corrections. The fact that this metric is included in $F$-measure and $GM$ is also of interest, in order to weight the relevance of the positive class accordingly. Thus, this decision is also supported by the fact that the goal of the applications described in quantification literature focuses on estimating the prevalence of the positive class, which is usually more relevant.

In practical terms, $Q$-measure is able to discard pointless qperf optimums thanks to the use of recall. The key aspect is that recall acts as a hook, forcing the quantifier to avoid incoherent classification predictions over the positive class. This reduces the amount of $FN$ errors, consequently restricting the search space for the quantification part in $Q$-measure. Notice also that pure quantification metrics tend to overlook positive class relevance in unbalanced scenarios.

### 3.4.2. Quantification performance

We considered several alternatives for qperf, starting from the standard measures described in Section 2. Unfortunately, none of the reviewed metrics fulfill all the requirements imposed by the design of $Q$-measure. Hence, we also analyze the normalized versions of $AE$ and $SE$. 17
Figure 2: Graphical representation of all possible values for different classification loss functions, varying $FP$ and $FN$ between 0 and their maximum value, and with a fixed size for both $P$ and $N$ (see inner captions). Darker colors mean better scores.
Figure 3 provides a graphical representation to assist in the interpretation and discussion of these functions. However, it is worth mentioning that the decision regarding $q_{perf}$ does not depend on whether we need to estimate the prevalence of one or both classes, because both values are complementary in binary problems ($p = 1 - n$, where $n$ is the proportion of negatives or $N/S$).

Estimation bias is inappropriate because it can yield negative predictions. We also discard $KLD$ because it is not properly bounded and it yields unwieldy results when estimated proportions are near 0% or 100%, like infinity or indeterminate values. According to [10], this problem can be resolved by backing off by half a count, which in our case means substituting the estimated proportion by $|p' - 0.5|/S$, when $p' \in \{0, 1\}$. Moreover, as can be observed in Figure 3, we also have to crop its range after subtracting from 1. These adjustments are not exempt from controversy, so we have focused on other alternatives.

We consider $AE$ and $SE$, defined in Section 2.1.2, to be the most suitable candidates because both are bounded between 0 and 1. However, they do not reach a value of 1 for almost any possible class proportion, except for $p \in \{0, 1\}$, moving further away from 1 in correlation with the degree of imbalance (notice that the $AE$ and $SE$ values are subtracted from 1 in Figure 3). This may result in an awkward behavior when combining these metrics with $c_{perf}$ in Equation (11). Observe in Figure 2 that both components of $F$-measure cover the whole range between 0 (worst) and 1 (best case), and as required by $Q$-measure.

Looking at Equations (2) and (3) in more detail, we can see that, given a particular value for $p$, their effective upper bounds are $\max(p, n)$ and $\max(p, n)^2$, respectively. Therefore we need to normalize them. Moreover, as they are defined as loss functions, with the optimum at 0, we also need to redefine them as score functions. Taking into account these factors, we obtain two derived measures for quantification, denoted as Normalized Absolute Score ($NAS$)

$$NAS = 1 - \frac{|p' - p|}{\max(p, n)} = 1 - \frac{|FN - FP|}{\max(P, N)},$$

(12)

and Normalized Squared Score ($NSS$)

$$NSS = 1 - \left( \frac{p' - p}{\max(p, n)} \right)^2 = 1 - \left( \frac{FN - FP}{\max(P, N)} \right)^2.$$

(13)

Figure 3 shows that $NAS$ and $NSS$ are uniform and easily interpretable, presenting equivalent shapes to those offered by standard quantification loss functions. For instance, $NSS$ is
Figure 3: Graphical representation of all possible values for different quantification loss functions, varying $FP$ and $FN$ between 0 and their maximum value, and with a fixed size for both $P$ and $N$ (see inner captions). Darker colors mean better scores.
quite similar to $1-KLD$. From Figure 3a, we can see that when the problem is balanced, then all functions return the best scores on the diagonal. This represents where the $FP$ and $FN$ values neutralize each other, i.e., where $|FP - FN|$ cancels out. Figure 3b, on the other hand, provides an example of an unbalanced problem. Once again, the optimal region lies above the line where these values cancel each other out, as may be expected.

For the sake of simplicity, we only focus on $NAS$ in our study. If we look for the maximum possible value of $|FP - FN|$, we conclude that it is always the number of individuals in the majority class. Assuming that $N$ is greater than $P$, as is usual, the proof is that the worst quantification score is obtained when all the examples of the minority class are classified correctly ($TP = P$ and $FN = 0$), but all the examples of the majority class are misclassified ($TN = 0$ and $FP = N$), and thus Equation (12) evaluates to 0. With such a simple metric, we can see that the $|FP - FN|$ count is weighted in terms of the predominant class (denominator), forcing the output on the whole range between 0 and 1.

3.4.3. Graphical analysis of $Q$-measure

The graphical representation in Figure 4 provides an intuitive view to understand the behavior of $Q$-measure, selecting $recall$ as $cperf$ and $NAS$ as $qperf$ for Equation (11). Its interpretation is exactly the same as in previous figures. Once again, we present two alternative learning conditions, balanced on the top (Figure 4a) and unbalanced on the bottom (Figure 4b). From left to right, we show different search spaces obtained from five target measures: first $NAS$, then those obtained from three different $\beta$ values ($Q_2$, $Q_1$ and $Q_{0.5}$), and finally $recall$. Notice that $recall$ and $NAS$ are equivalent to $Q_0$ and $Q_\infty$, respectively. When the value of $\beta$ is 1 (on the middle graph), both the classification and quantification performance measures are equally weighted; when its value decreases to 0, then $Q$-measure tends to be more similar to $cperf$; and when it rises above 1, it tends to resemble $qperf$. Obviously, for the intermediate values of $\beta$, the obtained search spaces are significantly different from those of the seminal metrics.

In summary, $recall$ drives the model to yield accurate predictions over the positive class, minimizing $FN$. Whereas, on the other hand, $NAS$ evaluates the compensation between $FP$ and $FN$. Hence, we have that $Q$-measure degrades when $|FP - FN|$ is high, but we are also penalizing those models with high $FN$.

Observing Figure 4, we can foresee that the search space defined by $\beta = 2$ will produce competitive quantifiers. An interesting property of this learning objective is that $Q_2$ preserves
Figure 4: Graphical representation for the proposed loss function $Q$-measure, varying $FP$ and $FN$ between 0 and their maximum value, and with a fixed size for both $P$ and $N$ (see inner captions). Darker colors mean better scores. Each row shows the progression from $NAS$ ($\beta \to \infty$) to $recall$ ($\beta = 0$) through different values of $\beta$. 

(a) Balanced case with 1000 examples of each class ($P = 1000, N = 1000$)

(b) Unbalanced case (9%) with 1100 examples ($P = 100, N = 1000$)
the general shape of the optimal region defined by $NAS$, while degrading these optimums in consonance with $recall$. That is, it offers the benefits of a quantification-oriented target, avoiding incoherent optimums (see Section 3.2).

We can also observe that, with $\beta = 1$, we are forcing the learning method to obtain models in the proximities of the lower values of $FP$ and $FN$. Specifically, in Figure 2b and Figure 4b, we see that the shape of $Q_1$ is reminiscent of that of $GM$ when the dataset is unbalanced. This similarity arises from the fact that both share $recall$ as one of their components, while $NAS$ is similar to $tnr$ on highly unbalanced datasets. In the extreme case, when the positive class is minimal, the score $1 - AE$ is similar to $NAS$, $accuracy$ and $tnr$

$$1 - \frac{|FP - FN|}{N + P} \approx 1 - \frac{FP}{N} = \frac{TN}{N} \approx \frac{(TP + TN)}{N + P}, \text{ when } P \to 0.$$  

Therefore, the main motivation for mixing in $recall$ is that using a pure quantification metric could imply optimizing a similar target to that of $accuracy$ or $tnr$ on highly unbalanced problems. In fact, as we shall analyze in the following section, the empirical results obtained from our experiments suggest that the behavior of a model learned though $NAS$ is very similar to that of CC, which is a classifier trained with $accuracy$. In balanced cases, we believe that the contribution of $recall$ to $Q$-measure also offers a more coherent learning objective, providing more robust quantifiers in practice.

### 3.5. Learning algorithm

We use the same algorithms as described in Section 3.1 to implement a learning method for optimizing $Q$-measure. Actually, any metric obtained from the contingency table can be optimized with these algorithms. This includes any variation of $Q$-measure based on different seminal metrics for $cperf$ and $qperf$.

### 4. Experiments

The main objective of this section is to study the behavior of the quantification methods presented in this paper, comparing their performance with other state-of-the-art approaches. The main difference with respect to the first experimental designs followed for quantification is that our empirical analysis neither focuses on a particular domain, nor on a specific range of train or
test prevalences. We aim to cover a broader or more general scope, following the methodology that we have previously applied with success in [38]. Specifically, the experiments are designed to answer the following questions:

1. Do the empirical results support the use of a learner optimizing a quantification loss function instead of a classification performance measure?
2. Do we obtain any clear benefit by considering both classification and quantification simultaneously during learning?

The rest of the section is organized as follows. First we describe the experimental setup, including datasets, algorithms and statistical tests. We then present the results obtained from the experiments, evaluating them in terms of $AE$ and $KLD$. Finally, we discuss these results, with the aim of providing answers to the aforementioned questions.

4.1. Experimental setup

As we introduced in [38], the required experiment methodology for quantification is relatively uncommon and has yet to be properly standardized and validated. The key difference with respect to traditional classification methodologies is that we need to evaluate performance over whole sets, rather than via individual classification outputs. Moreover, quantification assessment requires evaluating performance over a broad spectrum of test sets with different class distributions, instead of using a single test set.

We use benchmark datasets with known positive prevalences for performance measurement and comparison purposes, applying a variation of stratified 10-fold cross-validation. This setup preserves the original prevalence in all training iterations. Once a model has been trained with nine of the folds, the remaining one is used to generate 11 different random test sets with specific positive proportions ranging from 0% to 100%, in steps of 10%, by means of stratified sampling [15]. This setup ensures that the within-class distributions, $Pr(x|y)$, are maintained between training and test, as stated in Section 2.2.2, seeing that random resampling is uniform and stratified.

We presume that this variation in the testing conditions may be rather unnatural, requiring more appropriate data collections. Changes in training and test conditions should be extracted directly from different snapshots of the same population, showing natural shifts in their distribution. As yet, however, we have not been able to find suitable collections of publicly available
### Table 2: Summary of datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Identifier</th>
<th>Size</th>
<th>Attrs</th>
<th>Pos.</th>
<th>Neg.</th>
<th>%pos.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance Scale Weight &amp; Distance (left)</td>
<td>balance.1</td>
<td>625</td>
<td>4</td>
<td>288</td>
<td>337</td>
<td>46%</td>
</tr>
<tr>
<td>Balance Scale Weight &amp; Distance (balanced)</td>
<td>balance.2</td>
<td>625</td>
<td>4</td>
<td>49</td>
<td>576</td>
<td>8%</td>
</tr>
<tr>
<td>Balance Scale Weight &amp; Distance (right)</td>
<td>balance.3</td>
<td>625</td>
<td>4</td>
<td>288</td>
<td>337</td>
<td>46%</td>
</tr>
<tr>
<td>Contraceptive Method Choice (no use)</td>
<td>cmc.1</td>
<td>1473</td>
<td>9</td>
<td>629</td>
<td>844</td>
<td>43%</td>
</tr>
<tr>
<td>Contraceptive Method Choice (long term)</td>
<td>cmc.2</td>
<td>1473</td>
<td>9</td>
<td>333</td>
<td>1140</td>
<td>23%</td>
</tr>
<tr>
<td>Contraceptive Method Choice (short term)</td>
<td>cmc.3</td>
<td>1473</td>
<td>9</td>
<td>511</td>
<td>962</td>
<td>35%</td>
</tr>
<tr>
<td>Cardiotocography Data Set (normal)</td>
<td>ctg.1</td>
<td>2126</td>
<td>22</td>
<td>1655</td>
<td>471</td>
<td>78%</td>
</tr>
<tr>
<td>Cardiotocography Data Set (suspect)</td>
<td>ctg.2</td>
<td>2126</td>
<td>22</td>
<td>295</td>
<td>1831</td>
<td>14%</td>
</tr>
<tr>
<td>Cardiotocography Data Set (pathologic)</td>
<td>ctg.3</td>
<td>2126</td>
<td>22</td>
<td>176</td>
<td>1950</td>
<td>8%</td>
</tr>
<tr>
<td>Haberman’s Survival Data</td>
<td>haberman</td>
<td>306</td>
<td>3</td>
<td>81</td>
<td>225</td>
<td>26%</td>
</tr>
<tr>
<td>Johns Hopkins University Ionosphere Database</td>
<td>ionosphere</td>
<td>351</td>
<td>34</td>
<td>126</td>
<td>225</td>
<td>36%</td>
</tr>
<tr>
<td>Iris Plants Database (setosa)</td>
<td>iris.1</td>
<td>150</td>
<td>4</td>
<td>50</td>
<td>100</td>
<td>33%</td>
</tr>
<tr>
<td>Iris Plants Database (versicolour)</td>
<td>iris.2</td>
<td>150</td>
<td>4</td>
<td>50</td>
<td>100</td>
<td>33%</td>
</tr>
<tr>
<td>Iris Plants Database (virginica)</td>
<td>iris.3</td>
<td>150</td>
<td>4</td>
<td>50</td>
<td>100</td>
<td>33%</td>
</tr>
<tr>
<td>Sonar, Mines vs. Rocks</td>
<td>sonar</td>
<td>208</td>
<td>60</td>
<td>97</td>
<td>111</td>
<td>47%</td>
</tr>
<tr>
<td>SPECTF Heart Data</td>
<td>spectf</td>
<td>267</td>
<td>44</td>
<td>55</td>
<td>212</td>
<td>21%</td>
</tr>
<tr>
<td>Tic-Tac-Toe Endgame Database</td>
<td>tictactoe</td>
<td>958</td>
<td>9</td>
<td>332</td>
<td>626</td>
<td>35%</td>
</tr>
<tr>
<td>Blood Transfusion Service Center Data Set</td>
<td>transfusion</td>
<td>748</td>
<td>4</td>
<td>178</td>
<td>570</td>
<td>24%</td>
</tr>
<tr>
<td>Wisconsin Diagnostic Breast Cancer</td>
<td>wdbc</td>
<td>569</td>
<td>30</td>
<td>212</td>
<td>357</td>
<td>37%</td>
</tr>
<tr>
<td>Wine Recognition Data (1)</td>
<td>wine.1</td>
<td>178</td>
<td>13</td>
<td>17</td>
<td>119</td>
<td>33%</td>
</tr>
<tr>
<td>Wine Recognition Data (2)</td>
<td>wine.2</td>
<td>178</td>
<td>13</td>
<td>71</td>
<td>107</td>
<td>40%</td>
</tr>
<tr>
<td>Wine Recognition Data (3)</td>
<td>wine.3</td>
<td>178</td>
<td>13</td>
<td>48</td>
<td>130</td>
<td>27%</td>
</tr>
</tbody>
</table>

datasets offering these specific features.

#### 4.1.1. Datasets

In order to enable a fair comparison between all methods, we select a collection of datasets from the UCI Machine Learning Repository [33], aiming to follow an unbiased criterion: problems with ordinal or continuous features with, at the most, three classes and ranges from 150 to 2,500 examples. The summary of the 22 datasets fulfilling these constraints is presented in Table 2. As the percentage of positive examples ranges between 8% and 78%, this offers the possibility of evaluating the methods over significantly different training conditions. For datasets that originally have more than two classes, we follow a one-vs-all decomposition approach.

#### 4.1.2. Algorithms

We take CC, AC, Max, X, T50 and MS as state-of-the-art quantifiers from Forman’s proposals, considering CC as the baseline. The underlying classifier for all these algorithms is a linear SVM from the libsvm library [39], with default parameters. The process of learning and threshold characterization, discussed in Sections 2.2.2 and 2.2.3, is common to all these models,
reducing the total time of the experiment and guaranteeing an equivalent root SVM for them all. Moreover, as Forman points out, the MS method may behave oddly when the denominator in Equation (6) is too small, making it advisable to discard any threshold with $tpr - fpr < 1/4$. However, he does not make any recommendation in the case where there is no threshold that avoids said restriction. We therefore decided to fix these missing values with the values obtained by the Max method, which provides the threshold with the greatest value for that difference.

The group of models based on learning a classifier by optimizing a quantification metric consists of two approaches. On the one hand, there is our proposal, using recall and NAS as seminal metrics (see Section 3.4). We consider three $Q$-measure variants: Q0.5, Q1 and Q2, representing models that optimize Equation (11) with $\beta$ at 0.5, 1 and 2, respectively. On the other hand, we also include a method called NAS, which represents the approach suggested by Esuli and Sebastiani [1], using NAS as the target measure. The reason for choosing NAS instead of any other quantification loss function is that we believe that both approaches should use the same quantification metric, only differing in the fact that our proposal combines such metric with recall. This guarantees a fair comparison. All these systems are learned by means of $SV M^\Delta_{\text{multi}}$ [32], described in Section 3.1.

4.1.3. Estimation of $tpr$ and $fpr$

The estimations of $tpr$ and $fpr$ for quantification correction, defined in Equation (6), are obtained through a standard 10-fold cross-validation after learning the root model. Other alternatives like 50-fold or LOO are discarded because they are much more computationally expensive and are prone to yield biased estimations, producing uneven corrections in practice.

It is also worth noting that we do not apply this correction for Q0.5, Q1, Q2 or NAS. Hence, their end models just count how many items are predicted as positive, like in the CC method. This decision is supported by the fact that our main objective is to evaluate the performance of models obtained from the optimization of these metrics, isolated from any other factor. Moreover, given that these systems are based on $SV M^\Delta_{\text{multi}}$, the estimation of $tpr$ and $fpr$ is much more expensive and it did not show a clear improvement in our preliminary experiments.

In fact, although the theory behind Equation (6) is well founded, in practice there exist cases where this correction involves a greater quantification error. However, these issues fall outside the scope of this study, offering an interesting opportunity to perform a more detailed analysis in future studies.
4.1.4. Adaptation of the Friedman-Nemenyi statistical test

Following Demšar [40], several two-step statistical test procedures were carried out. In each of these procedures, the first step consists of a Friedman test of the null hypothesis that all approaches perform equally in terms of a specific score or error metric. When this hypothesis is rejected, a Nemenyi post-hoc test is then conducted to compare the methods in a pairwise way. Both steps are based on the average of the ranks. The comparisons include 10 algorithms over 22 datasets or domains, evaluated over 11 different prevalences, resulting in 242 measurements per model.

Moreover, as Demšar notes, there are variations of the Friedman test which can consider multiple repetitions per dataset, provided that the observations are independent. However, since each collection of 11 test sets is sampled from the same fold, we cannot guarantee the assumption of independence among them. Thus, in order to take into account the differences between algorithms over several test prevalences from the same dataset, we first obtain their ranks for each test prevalence and then compute an average rank per dataset, which is used to rank algorithms on that domain. Therefore, we only consider the original number of datasets to calculate the critical difference (CD), rather than using all test cases, resulting in a more conservative value. The reason for this is not only the fact that the assumption of independence is not fulfilled, but also that the number of test cases is not bound. Otherwise, simply taking a wider range of prevalences to test would imply a lower CD value, which appears to be unjustified from a statistical point of view and can be prone to distorted conclusions. Thus, we consider that the 10 algorithms are compared over 22 domains, regardless of the number of prevalences that are tested for each of them, resulting in a CD of 2.8883 for the Nemenyi test at the 5% significance level.

It should be stressed that we afford equal weight to all test prevalences. However, the methodology that we propose is open to other interpretations, where the experimental design could assign larger weights to some prevalences or even the criterion followed to distribute the test prevalences may be neither linear nor uniform. This will depend mainly on the final aim of the experiment.

4.2. Results

This section presents the experimental results in terms of two standard quantification measures: \( AE \) and \( KLD \). Each of these measures provides a different perspective. In summary, we collect results from 22 datasets, applying a stratified 10-fold cross-validation for them all and
assessing the performance of the resulting model with 11 test sets generated from the remaining fold (see Section 4.1). Recall that only the quantification outputs provided by AC, X, Max, T50 and MS are adjusted by means of Equation (6).

4.2.1. Analysis of $AE$ measurements

The first approach that we follow is to represent the results for all test conditions in all datasets with a boxplot for each method under study. The idea is to show, in one single graph, the range of errors for a given metric of all the compared approaches. For instance, Figure 5a shows the ranges for $AE$ measurements. Each box represents the first and third quartile by means of the lower and upper side, respectively, and the median or second quartile by means of the inner red line. The whiskers extend to the most extreme results not considered outliers, while outliers are plotted individually. In this case, we consider any point greater than the third quartile plus 1.5 times the inter-quartile range as an outlier. In this representation, it is better for a method to have lower quartile values, without outliers.

We distinguish three main groups in Figure 5a according to the learning procedure followed. The first one, including CC and AC, shows strong discrepancies between actual and estimated prevalences of up to 100%. These systems appear to be very unstable under specific circumstances. The second group includes T50, MS, X and Max, all of which are based on threshold selection policies (see Section 2.2.3). The T50 method stands out as the worst approach in this group due to the upward shift of its box. The final group comprises the $ SVM^{\Delta}$ multi models: $Q_{0.5}$, $Q_{1}$, $Q_{2}$ and NAS. The $Q_{2}$ versions of this last group seems more stable than NAS, without extreme values over 70 and showing more compact boxes.

Friedman’s null hypothesis is rejected at the 5% significance level. The overall results of the Nemenyi test are shown in Figure 5b, in which each system is represented by a thin line, linked to its name on one side and its average rank on the other. The thick horizontal segments connect non significantly different methods at a confidence level of 5%. This plot suggests that Max and our proposal, represented by $Q_{2}$, are the methods that perform best in this experiment in terms of $AE$ score comparison for Nemenyi’s test. In this setting, we have no statistical evidence of differences between the two approaches. Neither do they show clear differences with other systems. We can only appreciate that Max is significantly better than T50.

It is worth noting that the results of the Friedman-Nemenyi test are exactly the same for $AE$ and $NAS$. The reason is that, given any two systems, their ranking order is equal in both metrics.
The mathematical proof is straightforward. Note that this is not fulfilled for other metrics, like $KLD$.

4.2.2. Analysis of $KLD$ measurements

Although the analysis of $AE$ results could be sufficient in most cases to discriminate an appropriate model for a specific real-world task, we also provide a complementary analysis of our experiments in terms of $KLD$. From Figure 5, we can see that the differences between some systems are quite subtle in terms of $AE$, while in Figure 6 we observe that these differences are evidenced slightly more. For instance, Max and MS show larger outliers in terms of $KLD$, due to the fact that $KLD$ is similar to a quadratic error (see Figure 3).

Analyzing the results of the Nemenyi test in Figure 6b, our approach obtains the best rank, represented again by Q2, which is designed to give more weight to the quantification metric during learning. However, except for T50, this system is not significantly better than other models.
Q1. Max and NAS are also statistically differentiable from T50.

4.3. Discussion

In order to make the discussion of the results clearer, we now aim to answer the questions raised at the beginning of this section:

1. Do the empirical results support the use of a learner optimizing a quantification loss function instead of a classification performance measure?
   The fact is that the best ranks are dominated by these kinds of methods, in conjunction with Max. However, the differences with respect to other systems are not statistically significant in general.
   In any case, our approach, initially suggested by Esuli and Sebastiani, is theoretically well-founded and is not based on any heuristic rule. From this point of view, we strongly believe that the methods presented here should be considered for future studies in the field of quantification. At the very least, they offer a different learning bias with respect to current approaches, which can produce better results in some domains.
   Moreover, it should also be stressed that none of the quantification methods evaluated in this experiment are corrected by means of Equation (6), as discussed in Section 4.1.3. Thus, these methods may be considered variants of CC, which can be further improved with similar strategies to those applied in AC, Max, X, MS and T50.

2. Do we obtain any clear benefit by considering both classification and quantification simultaneously during learning?
   As we suspected, our variant obtains better results than the original proposal by Esuli and Sebastiani in terms of pure quantification performance (see $AE$ results in Figure 5 and $KLD$ results in Figure 6).
   In some cases, NAS induces very poor classification models, despite benefiting from the definition of the optimization problem of $\text{SVM}_{\text{multi}, \Delta}$, presented in Equation (9). Note that the constraints on the optimization problem are established with respect to the actual class of each example ($\Psi(\bar{x}, \bar{y}) - \Psi(\bar{x}, \bar{y}')$), which would be produced by the perfect classifier. Thus, the algorithm is biased to those models similar to the perfect classifier even when the target loss function is not. In practice, however, this learning bias is not able to overcome the drawbacks derived from the intrinsic design of pure quantification.
metrics, which assigns an equal score to any model that simply neutralizes false positive errors with the same amount of false negative errors. Actually, our first intuition was that their proposal should provide even worse classifiers due to this fact. As we discuss in Section 3.2, the key problem is that pure quantification metrics produce several optimum points within the hypothesis search space, contrary to what occurs with other metrics, in which there is only one.

In summary, not only does our approach provides better quantification results than NAS, but we also consider it to be more reliable in general. Moreover, it is more flexible, allowing the practitioner to adjust the weight of both components of $Q$-measure taking into account the specific requirements of the problem under study by means of the $\beta$ parameter. In fact, provided that when $\beta \to \infty$ our method optimizes only the quantification component, it includes NAS as a particular case. This calibration is not needed in general and can be fixed via the experimental design. As a rule of thumb, we suggest $\beta = 2$, because, in line with the discussion of Figure 4 and the analysis of the empirical results, it effectively combines the best features of both components.

5. Concluding remarks

Esuli and Sebastiani point out that state-of-the-art quantification algorithms do not optimize the loss function applied during model selection or comparison. Following their line of research, we claim that optimizing only a quantification metric during model training does not sufficiently address the problem, as we could obtain quantifiers with poor quantification behavior due to an incoherent underlying model in terms of classification abilities. In this regard, the most important question behind our study is whether it is actually advisable to rely on quantification models that do not distinguish between positives and negatives at an individual level. But, how could this issue be mitigated during quantifier training? Formally, the way to solve any machine learning problem comprises two steps: define a suitable metric and design an algorithm that optimizes it. The combination of $Q$-measure and the multivariate algorithm proposed by Joachims offers a formal solution for quantifier learning.

Our main contributions are: i) the study of the first quantification-oriented learning approach, i.e., the first algorithm that optimizes a quantification metric; and ii) the definition of a parametric
loss function for quantification. This proposal is not only theoretically well-founded, but also offers competitive performance on benchmark datasets compared with state-of-the-art quantifiers.
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